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Yahoo! serves over 700 million users in 25 countries 
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Yahoo! Research: visit us at research.yahoo.com



- 4 -

Yahoo! Research Barcelona

• Established January, 2006

• Led by Ricardo Baeza-Yates

• Research areas

– Web Mining 

• content, structure, usage

– Social Media

– Distributed Systems

– Semantic Search
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Search is really fast, without necessarily being intelligent
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Why Semantic Search? Part I

• Improvements in IR are harder and harder to come by

– Machine learning using hundreds of features

• Text-based features for matching

• Graph-based features provide authority

– Heavy investment in computational power, e.g. real-time 
indexing and instant search

• Remaining challenges are not computational, but in 
modeling user cognition

– Need a deeper understanding of the query, the content and/or 
the world at large

– Could Watson explain why the answer is Toronto?
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What it’s like to be a machine?

Roi Blanco
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What it’s like to be a machine?
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Poorly solved information needs

• Multiple interpretations

– paris hilton

• Long tail queries
– george bush (and I mean the beer brewer in Arizona)

• Multimedia search
– paris hilton sexy

• Imprecise or overly precise searches 
– jim hendler

– pictures of strong adventures people

• Searches for descriptions
– countries in africa

– 32 year old computer scientist living in barcelona

– reliable digital camera under 300 dollars

Many of these queries 
would not be asked by 
users, who learned over 
time what search 
technology can and can 
not do.

Many of these queries 
would not be asked by 
users, who learned over 
time what search 
technology can and can 
not do.



- 10 -

Ambiguity
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Why Semantic Search? Part II

• The Semantic Web is here

– Data

• Large amounts of RDF data

• Heterogeneous schemas

• Diverse quality

– End users

• Not skilled in writing complex 
queries (e.g. SPARQL) 

• Not familiar with the data 

• Novel applications

– Complementing document search

• Rich Snippets, related entities, 
direct answers

– Other novel search tasks
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Semantic Web data

• Linked Data

– Data published as RDF documents 
linked to other RDF documents and/or 
using SPARQL end-points

– Community effort to re-publish large 
public datasets (e.g. Dbpedia, open 
government data)

• RDFa

– Data embedded inside HTML pages

– Recommended for site owners by 
Yahoo, Google, Facebook
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RDFa example: Facebook’s Open Graph Protocol

• RDF vocabulary to be used in conjunction with RDFa

– Simplify the work of developers by restricting the freedom in RDFa

• Activities, Businesses, Groups, Organizations, People, Places, 
Products and Entertainment

• Only HTML <head> accepted

• http://opengraphprotocol.org/

<html xmlns:og="http://opengraphprotocol.org/schema/"> 
<head> 

<title>The Rock (1996)</title> 
<meta property="og:title" content="The Rock" /> 
<meta property="og:type" content="movie" /> 
<meta property="og:url" 
content="http://www.imdb.com/title/tt0117500/" /> 
<meta property="og:image" content="http://ia.media-
imdb.com/images/rock.jpg" /> …

</head> ... 
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Exponential growth in RDFa data

Percentage of URLs with embedded metadata in various formats

Five-fold increase 
between March, 2009 and 
October, 2010

Five-fold increase 
between March, 2009 and 
October, 2010

Another five-fold increase 
between October 2010 and 
January, 2012

Another five-fold increase 
between October 2010 and 
January, 2012
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Information box 
with content from 
and links to Yahoo! 
Travel

Information box 
with content from 
and links to Yahoo! 
Travel

Application: direct answers and entity suggestions

Points of 
interest in 
Vienna, 
Austria

Points of 
interest in 
Vienna, 
Austria

Since Aug, 
2010, ‘regular’ 
search results 
are ‘Powered 
by Bing’

Since Aug, 
2010, ‘regular’ 
search results 
are ‘Powered 
by Bing’

Faceted 
search for 
Shopping 
results

Faceted 
search for 
Shopping 
results

Information 
from the 
Knowledge 
Graph 

Information 
from the 
Knowledge 
Graph 
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Other novel applications

• Aggregation of search results

– e.g. price comparison across websites

• Analysis and prediction

– e.g. world temperature by 2020

• Semantic profiling

– Ontology-based modeling of user interests

• Semantic log analysis

– Linking query and navigation logs to ontologies

• Task completion

– e.g. booking a vacation using a combination of services

• Conversational search

– e.g. PARLANCE EU FP7 project
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Interactive search and task completion



Semantic Search



- 19 -

Semantic Search: a definition 

• Semantic search is a retrieval paradigm that

– Makes use of the structure of the data or explicit schemas to 
understand user intent and the meaning of content

– Exploits this understanding at some part of the search process

• Emerging field of research

– Exploiting Semantic Annotations in Information Retrieval (2008-
2012) 

– Semantic Search (SemSearch) workshop series (2008-2011)

– Entity-oriented search workshop (2010-2011)

– Joint Intl. Workshop on Semantic and Entity-oriented Search (2012)

– SIGIR 2012 tracks on Structured Data and Entities

• Related fields:

– XML retrieval, Keyword search in databases, NL retrieval
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Types of semantic search systems

Query

Data

KeywordsKeywords NL 
Questions

NL 
Questions

Form- / facet-
based Inputs

Form- / facet-
based Inputs

Structured Queries 
(SPARQL)

Structured Queries 
(SPARQL)

OWL ontologies with 
rich, formal 
semantics

OWL ontologies with 
rich, formal 
semantics

Structured 
RDF data

Structured 
RDF data

Semi-
Structured 
RDF data

Semi-
Structured 
RDF data

RDF data 
embedded in 
text (RDFa)

RDF data 
embedded in 
text (RDFa)

Ambiguities

Ambiguities: confidence degree,  truth/trust value… 

Semantic Search targets 
different groups of users with 

diverse information needs, 
and different types of data.

Semantic Search targets 
different groups of users with 

diverse information needs, 
and different types of data.



- 21 -

Taxonomy of evaluation

• What is being measured?

– Goal

• What granularity? How much?

– Scale

• How is it evaluated? Who is doing the evaluation?

– Methodology

• Who is participating?

– Scope

• What is shared at the end?

– Outcomes
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Goal: what is being measured?

• Efficiency: how fast?
– Performance of the system

– Time spent by the user

• Effectiveness: how good?
– Relevance

– Freshness

– Diversity

– …
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Scale: At what level? How much?

• Granularity

– Individual results

• Can not capture e.g. diversity of results

– Complete or partial result sets 

• Side-by-side (SBS) comparison

• User modeling

– Assuming a model of user behaviour

– Task-based evaluation

• User-defined or pre-defined tasks

• Example: PARLANCE evaluation

– (Online) usage testing

• Bucket testing

• Historical analysis

• Size

– Number of items to be evaluated 

– Typically a very small subset of potential inputs
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Methodology: how it is evaluated?

• Method of collecting judgments

– Explicit feedback

• Relevance assessments on a binary or multi-valued scale, for 
example Perfect/Excellent/Good/Fair/Bad (PEGFB)

– Implicit feedback

• e.g. result clicks, long-dwell, abandonment

• Subjects

– Experts

• Examples: internal search editorial team at Yahoo! or retired 
intelligence analysts used by NIST. 

– Users

– Crowd-sourcing 

• Not necessarily experts, nor users 

• Setting

– Lab vs. natural setting



- 25 -

Methodology: confounding factors

• Rendering of results

– Result may be perceived better just because of rendering

• e.g. quality of text snippets or images

– Relevance before and after clicking 

• Perceived vs. actual relevance

• Good clicks vs. bad clicks: a bad click is a click on an irrelevant result, e.g. because 
the result seemed relevant or did not contain enough information

– Results in the context of other results

• Eye tracking studies show users inspect results near other relevant results

– Position bias

• User starts reading from top of results, and get progressively more tired

• Pagination: result #11 is clicked much less than Result #10

– Results in the context of other elements in the SERP (search engine result 
page)

• Efficiency

– Users may conflate efficiency with effectiveness. A faster search engine is 
perceived to be better
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Scope: who is participating?

• Public vs. private

– Public competitions

• Shared task, radically different solutions

• Ideally, participants should represent the state-of-the-
art

– Private, internal evaluation

• Comparing different versions of the same system, e.g. 
 for parameter tuning, measuring the effects of data 
quality etc.

– Comparison to previous state-of-the-art or a strong 
baseline

• Typical for one-off academic papers
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What is the form of the evaluation result?

• Evaluation guidelines

– Set of guidelines developed before and typically refined during 
the evaluation 

• Evaluation data

– Set of queries, data and relevance assessments 

– Information on how the data was produced, e.g. what was the 
agreement

– Code for working with the data and computing metrics

• Rankings of systems

– By one or more metric

• Complete evaluation solution

– Evaluation system capable to assess new submissions 
containing new results



Related entity 
suggestions in web 

search
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Related entity suggestions

• Task: given a keyword query suggest 
a ranked list of related entities

– For presentation purposes, the results 
are grouped by type

– The order of groups and the minimal 
number of items per group is fixed

• Private evaluation

– Novel task, no baselines

– Setting is too specific, task has many 
subtasks

– Proprietary data

• Knowledge Graph

• Usage data

– Flickr, Twitter, query logs



- 30 -

Evaluation using experts

• Relevance assessment using experts

– Yahoo! Search editorial team

– Size of the data, agreement among judges are reported

– PEGFB scale

– Metrics:

– van Zwol et al.: Faceted exploration of image search results. 
WWW 2010: 961-970

– Kang et al.: Ranking related entities for web search queries. 
WWW (Companion Volume) 2011: 67-68

have as learning objective to predict the click-through rate –
or alternatively the click over expected click – of an entity
facet pair.

D. Training, Development and Test Sets

Asdescribed in theprevious section, wefirst computeaset
of 66 features, i.e. for eachof the3rankingsourcesweextract
22 statistical features for all entity facet pairs that wehave in
our pool of candidate facets. Next we collect the user click
feedback on the facets over a period of three months, based
onwhichwecomputetheclick-throughratectr(e, f ) andclick
over expected click coec(e, f ) for each entity facet pair that
was shown at least 25 times to auser. The latter constraint is
to ensure that theCTR andCOEC values arestableenough to
be used as the labels for our training, development, and test
sets.
Wejoin thefeaturesetwith theCTR andCOEC sets, using

theentity facetpair asthekey. Nextwesplit thecollection into
training, development and test sets. Whensplitting, weensure
that an entity e canonly occur in oneof the threecollections.
Moreover, wemakesure to haveexactly 100 entities in both
our development and test sets, and we put the constraint that
for each entity e there are at least ten corresponding facets.
This is to ensure that we can safely report the performance
for the first ten results in the ranking.

E. GBDT Parameter Tuning

Using the training and development set we train a model
for GBDT. Using aparameter sweepwith thenumber of trees
(50-1000, in steps of 50), the shrinkage (0.02-0.05, in steps
of 0.01) and the number of nodes (10-50, step of 10), we
have found an optimal performance on the development set
for GBDT and CTR labels, using trees=300, shrinkage=0.03,
nodes=30 and sampling rate=0.5. Performance wasmeasured
in terms of themean normalized discounted cumulative gain
(mnDCG), which is explained in detail in Section VI-A.
Similarly,weoptimizedformnDCG usingtheCOECmodel as
our groundtruth. Optimal performanceonthedevelopment set
was found when using trees=300, shrinkage=0.04, nodes=30
and sampling rate=0.5.

VI. EVALUATION

Wefirstpresent thesetupof theexperiment inSectionVI-A,
followed by the results of the evaluation in Section VI-B.

A. Experimental Setup

Ranking strategies: Central in the experiment are the
three ranking strategies:

• Baseline. A linear combination of the conditional prob-
abilities.

• GBDTctr . GBDT trained on theCTR click model.
• GBDTcoec. GBDT trained on theCOEC click model.

In additionwehaveexperimentedwith other learning algo-
rithms, suchasSVMLight [15], andthesparseon-linelearning
algorithm that was introduced by [16].

Test sets: For the experiment we use two test sets both
containing thesame100entities and their 10+facets that have
not been used for training or parameter tuning. To have a
fair comparison of the performance between queries wehave
normalized theCTR and COEC values for each of the facets
of the 100 selected entities to be in the range of [0,1].

Evaluation metrics: To evaluate the performance on the
test collection, weadoptDiscounted CumulativeGain (DCG)
[17] as our metric. DCG is an effectiveness measure that is
used frequently for information retrieval tasks, and allows for
the use of a graded relevance scale. In our case, the graded
relevance scale is based on the normalized CTR and COEC
that we have obtained from the search engine query logs
directly and which represents our gain function. The DCG
at position p is then computed as:

DCG@p= gain1+
pX

i=0

gaini
log2(i)

(4)

An ideal ranking can be obtained by sorting the entity facets
in descending order of CTR or COEC. The normalized DCG
(nDCG) at position p for a given ranking system, e.g. run is
then computed as:

nDCG@p=
DCGrun@p
DCGideal@p

(5)

In addition, we report the mean normalized DCG (mnDCG)
over the first ten positions in the ranking as an indicator of
the overall performance of a ranking strategy.

B. Evaluation Results

We first report the overall performance of the ranking
strategies, then discuss the DCG performance at different
positions in the ranking. We examine the performance on
individual queries and finally discuss the feature importance
of theGBDT models.

Overall performance: The overall performance of the
baseline and the two GBDT models is reported in Table IV.
For each of the two test sets, CTR and COEC, the mDCG
and mnDCG is included. The performance of all strategies,
independent of the test set is good (mnDCG > 0.67).
Performance of the baseline run is higher on the CTR test
set than on the COEC test set, which can be explained
by the position-bias effect. It can also be clearly seen that
on both the CTR and COEC test sets, the GBDT models
outperformthebaseline strategy. Using thenormalizedmetric
(mnDCG) we see that can better estimate the actual COEC
using theGBDTcoec model than predicting the raw CTR with
our GBDTctr model. This gives us a first indication that the
COEC clickmodel ismoreeffectivethantheCTR clickmodel
when learning to rank entity facets. Significance testing of the
different strategies is discussed below.

DCG@P: Figure 4.a and 4.b show the performance on
theDCGmetricsatvariouspositionsintheranking(DCG@P).
The ideal run shows the best possible performance on both
test sets. It can be seen that for every position in the ranking
the performance of the GBDT models is better than the
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Evaluation based on usage data

• Implicit relevance assessment using usage logs

– Clicks turned into labels or preferences

– Size of the data is not a concern

– Agreement can not be computed 

– Metrics

• nDCG

• Gains are computed from normalized CTR/COEC

van Zwol et al. Ranking Entity Facets Based on User Click 
Feedback. ICSC 2010: 192-199. 

(e, f ), for example theentity probability, or its entropy.
- Symmetric features such as the point-wise mutual informa-
tion and joint probability.
- A-symmetric features like the conditional probability and
KL-divergence.
- Combinations of features likePu(f |e)⇤P (f ) that combine
theconditional (user) probability of afacet f givenentity eand
theprobability of thefacet. This allows the learningalgorithm
tomakeamore informed decision, if thecombined feature is
more descriptive [10].

V. RANK ING FACETS

Inthissectionwefirstpresentastrategy to rank facetsbased
onalinear combinationof theconditional probability features.
Therankingof facetsbasedonlinear combinationwas initially
used to boot-strap the faceted image search experience. Next,
we describe how we use the click-through data from users
interacting with the facet entities shown in the search engine
results page. This datawill formtheground truth for creating
the training, development and test set used by the gradient
boosted decision trees (GBDT).

A. Linear Combination of Conditional Probabilities

For the initial ranking function of the facets search expe-
rience, we constructed a ranking function rank(e, f ) that is
a linear combination of theconditional probabilities extracted
fromthe three ranking sources:

rank(e, f ) =wqt⇥Pqt(f |e)+wqs⇥Pqs(f |e)+wf t⇥Pf t(f ,e)
(1)

, wherePqt(f |e), Pqs(f |e), Pf t(f ,e) aretheconditional prob-
abilities andwqt,wqs, andwf t as theweights for thedifferent
sources, respectively query terms (qt), query session (qs) and
flickr tags (f t). Based on editorial judgements collected for
a couple of hundred entities and their facets we find that
the linear combination of the conditional probabilities gives
best performance on the collected judgements usingwqt = 2,
wqs = 0.5, andwf t = 1. However, the editorial datawas not
substantial enough to learn a ranking with GBDT.

B. Click-through Rate versus Click over Expected Click

Fromthe imagesearch query logs, wecollect theuser click
datathat is related to thefacets. This allowsus to compute the
click-through rate (CTR) on a facet for a given entity that is
detected in auser query and for which the facets were shown
to the user. Let clickse,f be the number of clicks on a facet
entity f show in relation to entity e, andviewse,f thenumber
of times the facet f is shown to a user for a related entity e,
then theprobability of a click on a facet entity f for a given
entity e can bemodelled as ctre,f :

ctre,f =
clickse,f
viewse,f

(2)

In Figure 3 the conditional click-through rate is shown for
thefirst tenpositions. It shows theCTR per position for every
pageview whereoneof the facets is clicked, aggregated over
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Fig. 3. Conditional CTR at position P aggregated over all queries.

all entities. Observe that the CTR declines when the position
at which a facet is shown increases.
We introduce a second click model, based on the notion

of clicks over expected clicks (COEC). To allows us to deal
with the so called position bias – where facets appearing in
lower positions are less likely to be clicked even if they are
relevant [2]. Thisphenomenon isoftenobservedinWebsearch
and we adopt the COEC model proposed by Chapelle and
Zhang [11]. In thatmodel, weestimatectrp as theaggregated
ctr – over all queries and sessions – in position p for all
positions P . Let then clickse,f be the number of clicks on
afacet entity f show in relation to entity e, andviewse,f p the
number of times the facet f is shown to a user for a related
entity eat position p. Theprobability of aclick over expected
click on a facet entity f for a given entity e can then be
modelled as coece,f :

coece,f =
clickse,f

P P
p=1viewse,f p ⇥ctrp

(3)

Zhang and Jones [3] refer to this method as clicks over
expected clicks, based on the denominator that includes the
expected clicks given the positions that the url appeared in.

C. Gradient Boosted Decision Trees

Stochastic gradient boosteddecision trees (GBDT) isoneof
themost widely used learning algorithms inmachine learning
today. Gradient tree boosting constructs an additive regres-
sion model, utilizing decision trees as the weak learner [4].
One advantage over other learners that is true for decision
trees in general is that the feature importance and models
are highly interpretable. GBDT is also highly adaptable and
different loss functions can be used during boosting. For the
research presented here we used least squares regression as
our loss function. Inrelatedwork, wefindthatGBDT utilizing
pairwise and ranking specific loss functions have performed
well at improvingsearchrelevance[12], [13]. Besidesutilizing
shallow decision trees, trees in stochastic GBDT are trained
on a randomly selected subset of the training data and is less
prone to over-fitting [14]. For the research presented here, we
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of times the facet f is shown to a user for a related entity e,
then the probability of a click on a facet entity f for a given
entity e can bemodelled as ctre,f :

ctre,f =
clickse,f
viewse,f

(2)

In Figure 3 the conditional click-through rate is shown for
thefirst tenpositions. It shows theCTR per position for every
pageview whereoneof the facets is clicked, aggregated over
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Fig. 3. Conditional CTR at position P aggregated over all queries.

all entities. Observe that the CTR declines when the position
at which a facet is shown increases.
We introduce a second click model, based on the notion

of clicks over expected clicks (COEC). To allows us to deal
with the so called position bias – where facets appearing in
lower positions are less likely to be clicked even if they are
relevant [2]. Thisphenomenon isoftenobservedinWebsearch
and we adopt the COEC model proposed by Chapelle and
Zhang [11]. In thatmodel, weestimatectrp as theaggregated
ctr – over all queries and sessions – in position p for all
positions P . Let then clickse,f be the number of clicks on
afacet entity f show in relation to entity e, andviewse,f p the
number of times the facet f is shown to a user for a related
entity eat positionp. Theprobability of aclick over expected
click on a facet entity f for a given entity e can then be
modelled as coece,f :

coece,f =
clickse,f

P P
p=1 viewse,f p ⇥ctrp

(3)

Zhang and Jones [3] refer to this method as clicks over
expected clicks, based on the denominator that includes the
expected clicks given the positions that the url appeared in.

C. Gradient Boosted Decision Trees

Stochastic gradient boosteddecision trees (GBDT) isoneof
themost widely used learning algorithms inmachine learning
today. Gradient tree boosting constructs an additive regres-
sion model, utilizing decision trees as the weak learner [4].
One advantage over other learners that is true for decision
trees in general is that the feature importance and models
are highly interpretable. GBDT is also highly adaptable and
different loss functions can be used during boosting. For the
research presented here we used least squares regression as
our loss function. Inrelatedwork, wefindthatGBDT utilizing
pairwise and ranking specific loss functions have performed
well at improvingsearchrelevance[12], [13]. Besidesutilizing
shallow decision trees, trees in stochastic GBDT are trained
on a randomly selected subset of the training data and is less
prone to over-fitting [14]. For the research presented here, we
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- 32 -

Side-by-side testing

• Comparing two systems

– A/B comparison, e.g. current system under development and production 
system

– Scale: A is better, B is better

• Separate tests for relevance and image quality

– Image quality can significantly influence user perceptions

– Images can violate safe search rules

• Classification of errors

– Results: missing important results/contains irrelevant results, too few results, 
entities are not fresh, more/less diverse, should not have triggered

– Images: bad photo choice, blurry, group shots, nude/racy etc.

• Notes

– Borderline, set one entities relate to the movie Psy but the query is most likely 
about Gangnam style 

– Blondie and Mickey Gilley are 70’s performers and do not belong on a list of 
60’s musicians. 

– There is absolutely no relation between Finland and California. 
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Bucket testing

• Also called online evaluation

– Comparing against baseline version of the system 

– Baseline does not change during the test

• Small % of search traffic redirected to test system, another 
small % to the baseline system

• Data collection over at least a week, looking for stat. 
significant differences that are also stable over time

• Metrics in web search

– Searches per browser-cookie (SPBC)

– Other key metrics should not impacted negatively, e.g. 
Abandonment and retry rate, Daily Active Users (DAU), 
Revenue Per Search (RPS), etc. 
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Evaluation campaigns in IR

• Long tradition of comparative system evaluations in IR

– Cranfield studies

– Fixed queries (topics) data sets (corpus) and assessments

• Public evaluations

– Evaluating the results submitted by the participants

• “Pooling”: the results that are returned by multiple systems need to be 
evaluated only once

– Expert judgments

– Standard metrics

• TRECEval software commonly used for computing metrics

• TREC, CLEF, INEX

– Multiple tracks (~tasks) at each competition

– Organized yearly, with some tasks repeating to measure progress

– Publicly funded evaluations, data made publicly available
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Semantic Search evaluation campaigns

• Limited interest in Semantic Search prior to 2010

– Small scale datasets in Semantic Web

– No heterogeneous web data

– Focus on expert users who can 

• Formulate SPARQL queries

• Familiar with the ontology of the data

– Benchmarking

• Lehigh University Benchmark (LUBM)

• Berlin SPARQL Benchmark (BSBM)

• Most recent: Linked Data Benchmark Council (LDBC)

• Evaluation campaigns starting from 2010

– SemSearch Challenge 2010/2011

– TREC Entity Track 2011/2012

– Question Answering over Linked Data 2011/2012/2013
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SemSearch Challenge 2011: Entity Search Track

• Entity Search
– retrieval of data related to a single entity

• Queries
– Selected from the Search Query Tiny Sample v1.0 dataset, 

provided by the Yahoo! Webscope program

– Real web search queries sampled from the US query log of 
January, 2009

– Queries asked by at least three different users and with long 
number sequence removed (privacy reasons)

– 50 selected queries that name an entity explicitly (but may also 
provide context)

– Last year: same type of queries, but a mix of Microsoft and 
Yahoo! Logs
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SemSearch Challenge 2011: List query track

• List queries

– Queries that describe a set of entities

– The answer is a closed set 

– Relatively small number of possible answers

– The answer is not likely to change 

• Hand-picked but not hand-written

– Yahoo! Search logs

• Queries from the Tiny Sample v1.0 dataset

• Queries with clicks on Wikipedia

– TrueKnowledge

• Recent queries
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Data set

• Same as Billion Triples Challenge 2009 data set

– Blank nodes are encoded as URIs

• A data set combining crawls of multiple semantic search 
engines

– doesn’t necessarily match the current state of the Web

– doesn’t necessarily match the coverage of any particular 
search engine

• Final dataset
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Collecting the results

• Submissions via semsearch.yahoo.com
– max. 3 submissions per team per track

• Pooling of results

– Top 20 results are evaluated

– Despite validation, still problems
• e.g. N-Triples encoded URIs, lowercased URIs

• Collecting triples for each result

– All triples where the URI is the subject

– Discarded URIs that didn’t appear as subject

• Rendering result display
– Values are clipped at 300 chars (last # or / for object-properties)

– RDF built-ins shown first

– Preference to English language values
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semsearch.yahoo.com
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Assessment with Amazon Mechanical Turk

– Evaluation using non-expert judges

• Paid $0.2 per 12 results

– Typically done in 1-2 minutes (~ $6-$12 an hour)

– Sponsored by the European SEALS project

• Each result is evaluated by 5 workers

– Blanco et al. Repeatable and Reliable Search 
System Evaluation using Crowd-Sourcing, 
SIGIR2011

Number of tasks completed per worker (2010)
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Evaluation form
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Evaluation form
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Catching the bad guys

– Payment can be rejected for workers who try to game the system

• An explanation is commonly expected, though cheaters rarely 
complain

– We opted to mix control questions into the real results

• Gold-win cases that are known to be perfect

• Gold-loose cases that are known to be bad

– Metrics

• Avg. and std. dev on gold-win and gold-loose results

• Time to completeWorker Known 
bad

Real Known Good Total 
N

Time to 
complete 
(sec)

N Mean N Mean N Mean

badguy 20 2.556 200 2.738 20 2.684 240 29.6

goodguy 13 1 130 2.038 13 3 156 95

whoknows 1 1 21 1.571 2 3 24 83.5
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Results

• See workshop reports

– Halpin et al. Evaluating ad-hoc object retrieval. IWEST 2010 
workshop proceedings. PDF

– Blanco et al. Entity search evaluation over structured web data. 
EOS 2011 workshop proceedings. PDF 
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Other evaluations: entity search in documents

• Web People Search (WePS)  2008-2010

– WePS-1: name ambiguity problem: cluster web search results for a 
given person name based on whether they belong to the same person

– WePS-2: same task + attribute extraction task

– WePS-3: 

• Task 1: combination: extract attributes and cluster

• Task 2: name ambiguity resolution in Twitter data

• TREC Entity Track

– Related Entity Finding

• Entities related to a given entity through a particular relationship 

• Retrieval over documents (ClueWeb 09 collection)

• Example: (Homepages of) airlines that fly Boeing 747

– Entity List Completion

• Given some elements of a list of entities, complete the list



- 48 -

Other evaluations: Q & A

• Question Answering over Linked Data 

– First two editions at ESWC 2011 and 2012

– Data

• Dbpedia and MusicBrainz in RDF

– Questions

• Full natural language questions of different forms, written by the 
organizers

• Give me all actors starring in Batman Begins

– Results are defined by an equivalent SPARQL query

• Systems are free to return list of results or a SPARQL query

– Third edition at CLEF 2013

• Multilingual Q&A

• Ontology lexicalization 
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Summary

• Semantic Search is a new field

– Emerged because of available semantic data and the needs of 
IR

– Intersection of IR, DB, Semantic Web

• Evaluation

– Both efficiency (DB-style) and effectiveness (IR-style)

– Multiple evaluations addressing different types of query and 
data

– Mechanical Turk based evaluation an alternative to experts or 
users

• Future work

– Evaluating complex conversational search systems such as 
Siri
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The End

• Many thanks to members of the SemSearch group at Yahoo! 
Research in Barcelona

• Contact 

– pmika@yahoo-inc.com

– Internships available for PhD students (deadline in January)
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