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Abstract

This documents describes the FAST annotation service: it presents the adopted annotation model
and the search model offered by the system; it discusses the architecture of the system and the
RESTful Web API which can be used to access it; finally, it presents the query language which im-
plements the adopted search model. Furthermore, it discusses the advances for the visual analytics
environment and its integration with annotation functionalities.
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Executive Summary

As stated in D3.3 [Agosti et al., 2012], one of the major objective of PROMISE is to design and
develop an innovative evaluation infrastructure which: (i) manages and provides access to the data
produced during the experimental evaluation of multilingual and multimedia information access sys-
tems; (ii) allows for the development of rich applications on top of it. Among the components that are
under development, the user interface plays a key role, allowing for setting up experiments (see, e.g.,
the successful usage of PROMISE in CHIC 2012, as reported in D4.3 [Berendsen et al., 2012]) and
for accessing and analyzing the experimental results. Moreover, it has to provide different means for
promoting collaboration and information sharing across users.

Work package 5 ("Collaboration and Knowledge Sharing") is responsible for designing, develop-
ing, and delivering the user interfaces and the annotation service needed to promote the collabora-
tion among the stakeholders of the evaluation infrastructure and foster the knowledge sharing and
reuse. Moreover, it is responsible for exploring how to apply information visualization and visual an-
alytics techniques to information retrieval experimental data in order to improve their understanding
and allow researchers to effectively cope with huge amount of data.

This deliverable focuses on the first implementation of the PROMISE user interface, concen-
trating on the the annotation component and its relationship with the Visual Analytics component.
The actual implementation leverages on user requirements, PROMISE deliverables D5.1 and D5.2
[Croce et al., 2011; Granato et al., 2011], on the detailed description of the underlying infrastructure,
deliverable D3.3 [Agosti et al., 2012], and on a clear comprehension of the experimental result data
structure described on deliverable D3.2 [Agosti et al., 2011].

More in detail, the deliverable describes the annotation model structure and its underlying imple-
mentation, together with the formal language used for searching the annotation hypertext and the
underlying architecture. Details about how to use this component through REST Web services are
provided as well. That includes API, XML and JSON representation, and the relationship with the
query language CQL.

Concerning the Visual Analytics component, the deliverable shows how the PROMISE exper-
imental data structure (D3.2 [Agosti et al., 2011]) is used in the two analysis strategies currently
implemented in the prototype, i.e., per topic analysis and per experiment analysis.

Moreover, the deliverable describes the main basic functionalities of the Visual Analytics compo-
nent that are orthogonal with respect to the analysis strategy, i.e., interaction functionalities (manip-
ulation, layout editing, reference lines) and annotation and saving, showing the connection between
the Visual Analytics component and the annotation component.
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1 Introduction

This document describes two main components of the PRIMISE user interfaces: the annotation ser-
vice, one of the main means that is provided to promote the collaboration among the stakeholders of
the evaluation infrastructure and the Visual Analytics component that allows for quick and automated
support to the main analysis strategies that are currently adopted by PROMISE’s stakeholders. The
two components are tightly connected: annotating the visual analysis is one of the most effective
means to spread knowledge and share findings. Moreover, the details presented on the deliverable
D3.3 [Agosti et al., 2012] allows for a clear understanding of how the visualizations produced by
the Visual Analytics component are managed by the infrastructure: they are treated as "first class
objects" and the system saves and retrieves not simple images but all the details behind them: track,
run, experimental data, analysis strategy, and image manipulation. Moreover, the FAST annotation
service adopts the same architecture of the overall PROMISE infrastructure, described in Section 5
of D3.3.

The document is organized as follows: Section 2 introduces some general concepts on annota-
tions, Section 3 discusses the model adopted by the Flexible Annotation Semantic Tool (FAST) anno-
tation service for representing and managing annotations; the XML Schema model of the annotation
is presented as well as examples of annotations expressed according to this model. Section 4 intro-
duces the notion of document annotation hypertext and provides an example of it. Section 5 presents
the search capabilities offered by FAST for searching and retrieving annotations, documents, and
other resources such as users, groups, and so on. Section 6 presents the REpresentational State
Transfer (REST) Application Program Interface (API) for accessing the different resources managed
by the system while Section 7 discusses the Contextual Query Language (CQL) context set defined
for the FASTannotation service, which provides us with a well-defined syntax for querying the sys-
tem. Finally, Section 8 describes the Visual Analytics components pointing out the relationship that
exists with the annotation component.

2 Annotations

Almost everybody is familiar with annotations and has his own intuitive idea about what they are,
drawn from personal experience and the habit of dealing with some kind of annotation in every day
life, which ranges from jottings for the shopping to taking notes during a lecture or even adding
a commentary to a text. This intuitiveness makes annotations especially appealing for both re-
searchers and users: the former propose annotations as an easy understandable way of performing
user tasks, while the latter feel annotations to be a familiar tool for carrying out their own tasks.
Therefore, annotations have been adopted in a variety of different contexts, such as content en-
richment, data curation, collaborative and learning applications, and social networks, as well as in
various information management systems, such as the Web (semantic and not), digital libraries,
and databases. For a thorough review of the various viewpoints about annotations, please refer
to [Agosti et al., 2007; Agosti and Ferro, 2008; Handschuh and Staab, 2003; Haslhofer et al., 2009]

In general, the final recipients of annotations can be computing devices and people. The former
is mainly the case of metadata/semantic annotations which allow annotated objects to be auto-
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matically processed, integrated and reused in different applications, even though these metadata
annotations can be understandable and useful for people too, as in the case of bibliographic cata-
logue records. The latter is mainly the case of content annotations which elucidate and expound on
an annotated object. Note that, also in this latter case, a computing device can become the recipi-
ent of such annotations, provided that some further step of processing is performed, e.g. indexing.
However, in both cases, the semantics of the annotation itself needs to be taken into consideration
and modeled. This can happen formally and precisely by agreeing on metadata standards which
describe how annotations should be interpreted and used; alternatively, support can be provided for
identifying different pre-defined annotation types, perhaps with varying levels of detail.

The medium of the annotation can vary a lot: it can range from textual annotations, to image,
audio, and video annotations; in a general setting, we may need to deal with multimedia rich anno-
tations, composed of different parts, each with its own medium. All of these different kinds of media
have to be considered and properly modeled, in a uniform way where possible.

Moreover, both annotations and annotated objects need to be uniquely identified. Furthermore,
annotations comprise a temporal dimension that is often not explicit, but which limits the creation of
the annotation to the existence of another object. This temporal relationship between the annotation
and the annotated object does not mean that the annotation cannot be considered a standÐalone
intellectual work, but it does impose a temporal ordering between the existence of an annotated
object and the annotation annotating it which cannot be overlooked. In addition, once we have
identified both the annotation and the annotated object, we need to link and anchor the annotation
to the part of the annotated object in question. This can happen in a way that mainly depends on the
medium of the annotated object. On the whole, we need to model how annotations and annotated
objects are uniquely identified and linked together, maybe with a varying degree of granularity in
the anchoring, paying particular attention to the temporal dimension that regulates the relationships
between annotations and annotated objects.

Finally, as far as co-operation is concerned, annotations have great potential for supporting
and improving interaction among users, and even among computing devices. Therefore, there is a
need for modeling and offering different scopes of annotations, e.g. private, shared, or public, and
managing the access rights of various groups of users.

Figure 1 summarizes the above discussion and organizes the viewpoints about annotations
along two dimensions: the structure of the annotations, which ranges from content (unstructured)
to metadata/semantic (very structured) and the structure of the annotated content, which ranges
from the Web (unstructured) to databases (very structured). The FAST service covers many of the
uses and applications of annotations discussed above, since it is able to represent and manage
annotations which range from metadata to full content; its flexible and modular architecture makes
it suitable for annotating general Web resources as well as digital objects managed by different dig-
ital library systems; the annotation themselves can be complex multimedia compound objects, with
varying degree of visibility which ranges from private to shared and public annotations and different
access rights.
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Figure 1: The FAST annotation service with respect to the various application contexts of the annotations.

3 Annotation Model

FAST adopts and implements the formal model for annotations proposed by [Agosti and Ferro, 2008]
which has been also embedded in the reference model for digital libraries developed by DELOS ,
the European network of excellence on digital libraries [Candela et al., 2007].

According to this model, an annotation is a compound multimedia object which is constituted
by different signs of annotation. Each sign materializes part of the annotation itself; for example,
we can have textual signs, which contain the textual content of the annotation, image signs, if the
annotation is made up of images, and so on. In turn, each sign is characterized by one or more
meanings of annotation, which specify the semantics of the sign; for example, we can have a sign
whose meaning corresponds to the title field in the Dublin Core (DC) metadata schema, in the case
of a metadata annotation, or we can a sign carrying a question of the author about a document
whose meaning may be “question" or similar.

An annotation is uniquely identified by an handle, which usually takes the form of a pair (names-
pace, identifier), where the namespace represents a space providing a logical grouping for the
entities, so that occurrences of the same entity with the same identifier but belonging to different
namespace can be distinguished, very much like the concept of namespace in eXtensible Markup
Language (XML) [W3C, 2006, 2008].

An annotation has a scope which defines its visibility (public, shared, or private), and can be
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shared with different groups of users. Public annotations can be read by everyone and modified only
by their owner; shared annotations can be modified by their owner and accessed by the specified
list of groups with the given access permissions, e.g. read only or read/write; private annotations
can be read and modified only by their owner.

In the following, we need a terminology to distinguish between two kinds of digital objects: the
generic ones managed by a digital library or available in the Web, which we call documents, and
the ones that are annotations. Therefore, when we use the generic term digital object, we mean a
digital object that can be either a document or an annotation.

Annotations can be linked to digital objects with two main types of links:

• annotate link : an annotation annotates a digital object, which can be either a document or
another annotation.
The “annotate link" is intended to allow an annotation only to annotate one or more parts of a
given digital object. Therefore, this kind of link lets the annotation express intraÐdigital object
relationships, meaning that the annotation creates a relationship between the different parts
of the annotated digital object;

• relate-to link : an annotation relates to a digital object, which can be either a document or
another annotation.
The “relate-to link" is intended to allow an annotation only to relate to one or more parts of
other digital objects, but not the annotated one. Therefore, this kind of link lets the annotation
express interÐdigital object relationships, meaning that the annotation creates a relationship
between the annotated digital object and the other digital objects related to it.

With respect to these two main types of link, we introduce the following constraint: an anno-
tation must annotate one and only one digital object, which can be either a document or another
annotation, i.e. an annotation must have one and only one “annotate link".

This constraint means that an annotation can be created only for the purpose of annotating a
digital object and not exclusively for relating to a digital object. An annotation, then, can annotate one
and only one digital object, because the “annotate link" expresses intraÐdigital object relationships
and thus it cannot be mutual to multiple digital objects different from the annotated one. Finally, this
constraint does not prevent the annotation from relating to more than one digital object, i.e. from
having more than one “relate-to link".

This situation is very similar to what happens in the real world. When we deal with paper docu-
ments, we can annotate one or more parts of the document which we have at hand; this document
also provides us with the physical medium for writing the content of the annotation. On the other
hand, the content of the annotation can contain references to other documents; in other words, it
can relate the document at hand to other documents that are currently being looked. Therefore,
the act of annotating concerns one and only one document, to which the annotation is anchored,
although there may be one or more references that relate the annotation to other documents. One
could argue that in the digital world these limitations could be overcome and that an annotation could
annotate multiple documents at the same time. Apart from being possible, what could we gain from
this option? If we allow multiple annotate links, we are going to add some uncertainty because the
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Figure 2: Example of annotation.

annotation would lose its strong relationships with only one object. In fact, this object represents its
main purpose while linking the annotation to multiple objects would give us unclear semantics.

3.1 Example of Annotation

Figure 2 shows an example of annotation which summarizes the discussion so far. The annotation,
with identifier a1 and namespace fast, is authored by the user ferro1. It annotates a document
containing a novel, whose identifier is doc1 and which belongs to the namespace dl1 of a digital
library which manages it. The annotation relates to another document containing a translation of the

1Also the users of the system are identified by using a pair (identifier, namespace) but for space reasons the names-
pace for the user ferro is not reported in the figure.
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novel, whose identifier is doc35 and which belongs to the namespace dl2 of a digital library different
from the one which manages doc1; in addition, it relates also to the Web page of the publisher of
the novel, whose identifier is http://www.publisher.com/ and which belongs to the namespace
fweb, used for indicating Web resources.

In particular, a1 annotates two distinct parts of doc1. It annotates an image contained in the
Portable Document Format (PDF) of the novel by using a textual sign whose content is “This is a
common picture for this novel" and whose meaning is to be a comment in the fast namespace. It
also annotates a sentence by using another textual sign whose content is “Description of the picture"
and whose meaning is to be a comment in the fast namespace.

As previously discussed and made clear by the example, the annotate link is capable of express-
ing intra-digital object relationships, as discussed above, since it relates different parts of the same
annotated digital object.

a1 relates the document doc1 to its Italian translation by linking to the whole document doc35
with a textual sign whose content is “Good Italian translation" and whose meaning is to be a
translation in the fast namespace. It also relates to a specific sentence of the translation with
a HyperText Markup Language (HTML) sign which asks to “Verify the syntax of the sentence" and
whose meaning is to be a review in the fast namespace.

Finally, a1 also relates the document to the Web page of the publisher of the novel with a textual
sign whose content is “The Publisher, Inc., NY, USA" and whose meaning is to be the publisher
field of the DC metadata schema [ISO 15836:2009, 2009]. It also related the document to the Web
page of the publisher via an image sign, containing the cover of the printed book of the novel by the
publisher, and whose meaning is to be both a source in the DC metadata schema and a cover in
the fast namespace.

As previously discussed and made clear by the example, the relate-to link is able to express
inter-digital object relationships since, in this example, related a novel with both its Italian translation
and its publisher’s Web page.

This example illustrates how annotations can range from metadata to content and they can also
mix up metadata and content, as in the case of annotation a1. The example shows also another
important feature of the annotations: they can take a part of a hypertext, as observed by [Agosti
et al., 2004; Halasz et al., 1987], since they enable the creation of new relation ships among existing
objects, by means of links that connect annotations together with existing objects, as we will see
later in more detail. In addition, this hypertext can span and cross the boundaries of the single
digital library, if users need to interact with the information resources managed by diverse digital
libraries. In the example above, the annotation a1 links the document doc1 which belongs to the
digital library dl1 to both the document doc35 which belongs to the digital library dl2 and the Web
page http://www.publisher.com.

3.2 XML Schema Overview

The formal model for annotation discussed in the previous section has provided a sound basis for
designing and developing an XML Schema [W3C, 2004b,c,d] for the FAST annotation service. The
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FAST XSchema2 allows annotations and related entities to be represented and exchanged into a
well-defined XML format.

Figure 3 shows the fragment of the schema concerning the annotation, which offers the possi-
bility to explore also the other entities related to it.

An annotation has the following attributes: identifier is a unique identifier for the annotation;
namespace, typically a Uniform Resource Identifier (URI) [Berners-Lee et al., 2005]; scope specifies
if the annotation is private, shared, or public; created and last-modified represent, respectively,
the creation date and the last modified date of the annotation3.

An annotation is authored by one user and can be shared among groups of users with the
desired access-permission.

An annotation is materialized by one or more signs. A sign, in turn, is characterized by the
following attributes: a unique identifier; created and last-modified represent, respectively,
the creation date and the last modified date of the sign; media-type is the Multipurpose Inter-
net Mail Extensions (MIME) media type [Freed and Borenstein, 1996a,b] of the actual content of
the sign while language, if any, is the language of the content of the sign according to the ISO
three-letters language codes [ISO 639-2, 1998]; the content element is the actual content of the
sign and, in the case of a binary content is encoded Base64 [Josefsson, 2006] as specified in the
content-transfer-encoding attribute.

Each sign holds an annotate anchor, which corresponds to the “annotate link" discussed above.
The annotate anchor specifies the anchored digital object or annotation and may have a pointer
to a specific part of the annotated digital object. It is up to the application using the FAST annotation
service decide and interpret the format of the pointer in a meaningful way for the kind and MIME
media type of the annotated digital object. To facilitate the task, the pointer element may have
a anchored-media-type attribute which specifies the MIME media type of the anchored part: for
example, you may anchor an image (image/png) within a PDF document (application/pdf). If no
pointer element is specified, it means that the whole digital object is being annotated.

Similarly, a sign may hold a relate-to anchor, which corresponds to the “relate-to link" discussed
above.

The semantics and meaning of each sign is expressed by one or more concept elements,
viewed as an idea or notion, a unit of thought very much like the notion of concept in Simple Knowl-
edge Organization System (SKOS) [W3C, 2009a,b].

3.3 Example of Annotation in XML

The following code listing reports how the annotation discussed in Section 3.1 and shown in Figure 2
is represented in XML according to the FAST Xschema.

1 <?xml version ="1.0" encoding ="UTF -8"?>
2 <ims:fast xmlns:ims="http ://ims.dei.unipd.it/" xmlns:xsi="http ://www.w3.org /2001/ XMLSchema -instance"
3 xsi:schemaLocation="http :// ims.dei.unipd.it/ http ://ims.dei.unipd.it/data/xml/fast .3.00. xsd">
4 <ims:annotation ims:identifier="a1" ims:namespace="http :// fast.dei.unipd.it/"
5 ims:scope="SHARED"

2http://ims.dei.unipd.it/data/xml/fast.3.00.xsd
3The last modification timestamp is used for adopting an optimistic locking strategy
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Figure 3: Overview of the XML schema for representing annotations.

page [16] of [61] D5.3: Collaborative User Interface Prototype with Annotation Functionalities

Network of Excellence co-funded by the 7th Framework Programme of the European Commission, grant agreement n. 258191



6 ims:created="2012 -07 -31 T18 :42:20.563+02:00"
7 ims:last -modified="2012 -07 -31 T18 :42:20.563+02:00">
8 <ims:owner>
9 <ims:user ims:identifier="ferro" ims:namespace="http :// fast.dei.unipd.it/" />

10 </ims:owner >
11 <ims:sharings >
12 <ims:sharing >
13 <ims:group ims:identifier="group -1" ims:namespace="http :// fast.dei.unipd.it/" />
14 <ims:access -permission >
15 DENIED
16 </ims:access -permission >
17 </ims:sharing >
18 <ims:sharing >
19 <ims:group ims:identifier="group -2" ims:namespace="http :// fast.dei.unipd.it/" />
20 <ims:access -permission >
21 READ_ONLY
22 </ims:access -permission >
23 </ims:sharing >
24 <ims:sharing >
25 <ims:group ims:identifier="group -3" ims:namespace="http :// fast.dei.unipd.it/" />
26 <ims:access -permission >
27 READ_WRITE
28 </ims:access -permission >
29 </ims:sharing >
30 </ims:sharings >
31 <ims:signs>
32 <ims:sign ims:identifier="sign -1"
33 ims:media -type="text/plain" ims:language="eng"
34 ims:created="2012 -07 -31 T18 :42:20.556+02:00"
35 ims:last -modified="2012 -07 -31 T18 :42:20.556+02:00">
36 <ims:concepts >
37 <ims:concept ims:identifier="comment" ims:namespace="http :// fast.dei.unipd.it/" />
38 </ims:concepts >
39 <ims:annotate >
40 <ims:anchor >
41 <ims:digital -object ims:identifier="doc1" ims:namespace="http ://www.dl1.org/"
42 ims:media -type="application/pdf" />
43 <ims:pointer ims:anchored -media -type="image/jpeg">
44 <selection >
45 <path>
46 /root/page1/image1
47 </path>
48 <area>
49 10 5 20 10
50 </area>
51 </selection >
52 </ims:pointer >
53 </ims:anchor >
54 </ims:annotate >
55 <ims:content >
56 This is a common picture for this novel.
57 </ims:content >
58 </ims:sign>
59 <ims:sign ims:identifier="sign -2"
60 ims:media -type="text/plain" ims:language="eng"
61 ims:created="2012 -07 -31 T18 :42:20.560+02:00"
62 ims:last -modified="2012 -07 -31 T18 :42:20.560+02:00">
63 <ims:concepts >
64 <ims:concept ims:identifier="comment" ims:namespace="http :// fast.dei.unipd.it/" />
65 </ims:concepts >
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66 <ims:annotate >
67 <ims:anchor >
68 <ims:digital -object ims:identifier="doc1" ims:namespace="http ://www.dl1.org/"
69 ims:media -type="application/pdf" />
70 <ims:pointer ims:anchored -media -type="text/plain">
71 /root/page1/sentence3 [10 -30]
72 </ims:pointer >
73 </ims:anchor >
74 </ims:annotate >
75 <ims:content >
76 Description of the picture.
77 </ims:content >
78 </ims:sign>
79 <ims:sign ims:identifier="sign -3"
80 ims:media -type="text/html" ims:language="eng"
81 ims:created="2012 -07 -31 T18 :42:20.560+02:00"
82 ims:last -modified="2012 -07 -31 T18 :42:20.560+02:00">
83 <ims:concepts >
84 <ims:concept ims:identifier="translation" ims:namespace="http :// fast.dei.unipd.it/" />
85 </ims:concepts >
86 <ims:annotate >
87 <ims:anchor >
88 <ims:digital -object ims:identifier="doc1" ims:namespace="http ://www.dl1.org/"
89 ims:media -type="application/pdf" />
90 </ims:anchor >
91 </ims:annotate >
92 <ims:relate -to>
93 <ims:anchor >
94 <ims:digital -object ims:identifier="doc35" ims:namespace="http ://www.dl2.org/"
95 ims:media -type="text/rtf" />
96 </ims:anchor >
97 </ims:relate -to>
98 <ims:content >
99 <html>

100 <body>
101 <p>
102 Good Italian translation.
103 </p>
104 </body>
105 </html>
106 </ims:content >
107 </ims:sign>
108 <ims:sign ims:identifier="sign -4"
109 ims:media -type="text/plain" ims:language="eng"
110 ims:created="2012 -07 -31 T18 :42:20.560+02:00"
111 ims:last -modified="2012 -07 -31 T18 :42:20.560+02:00">
112 <ims:concepts >
113 <ims:concept ims:identifier="review" ims:namespace="http :// fast.dei.unipd.it/" />
114 </ims:concepts >
115 <ims:annotate >
116 <ims:anchor >
117 <ims:digital -object ims:identifier="doc1" ims:namespace="http ://www.dl1.org/"
118 ims:media -type="application/pdf" />
119 </ims:anchor >
120 </ims:annotate >
121 <ims:relate -to>
122 <ims:anchor >
123 <ims:digital -object ims:identifier="doc35" ims:namespace="http ://www.dl2.org/"
124 ims:media -type="text/rtf" />
125 <ims:pointer ims:anchored -media -type="text/rtf">
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126 100 0 27
127 </ims:pointer >
128 </ims:anchor >
129 </ims:relate -to>
130 <ims:content >
131 Verify the syntax of the sentence.
132 </ims:content >
133 </ims:sign>
134 <ims:sign ims:identifier="sign -5"
135 ims:media -type="text/plain" ims:language="eng"
136 ims:created="2012 -07 -31 T18 :42:20.560+02:00"
137 ims:last -modified="2012 -07 -31 T18 :42:20.560+02:00">
138 <ims:concepts >
139 <ims:concept ims:identifier="publisher" ims:namespace="http :// purl.org/dc/elements /1.1/" />
140 </ims:concepts >
141 <ims:annotate >
142 <ims:anchor >
143 <ims:digital -object ims:identifier="doc1" ims:namespace="http ://www.dl1.org/"
144 ims:media -type="application/pdf" />
145 </ims:anchor >
146 </ims:annotate >
147 <ims:relate -to>
148 <ims:anchor >
149 <ims:digital -object ims:identifier="http :// www.publisher.com/"
150 ims:namespace="http :// fast.dei.unipd.it/web/" ims:media -type="text/html" />
151 </ims:anchor >
152 </ims:relate -to>
153 <ims:content >
154 The Publisher , Inc., NY , USA.
155 </ims:content >
156 </ims:sign>
157 <ims:sign ims:identifier="sign -6"
158 ims:media -type="image/jpeg"
159 ims:created="2012 -07 -31 T18 :42:20.560+02:00"
160 ims:last -modified="2012 -07 -31 T18 :42:20.560+02:00">
161 <ims:concepts >
162 <ims:concept ims:identifier="cover" ims:namespace="http :// fast.dei.unipd.it/" />
163 <ims:concept ims:identifier="source" ims:namespace="http :// purl.org/dc/elements /1.1/" />
164 </ims:concepts >
165 <ims:annotate >
166 <ims:anchor >
167 <ims:digital -object ims:identifier="doc1" ims:namespace="http ://www.dl1.org/"
168 ims:media -type="application/pdf" />
169 </ims:anchor >
170 </ims:annotate >
171 <ims:relate -to>
172 <ims:anchor >
173 <ims:digital -object ims:identifier="http :// www.publisher.com/"
174 ims:namespace="http :// fast.dei.unipd.it/web/" ims:media -type="text/html" />
175 </ims:anchor >
176 </ims:relate -to>
177 <ims:content ims:content -transfer -encoding="base64">
178 c29tZSBKUEVHIHN0dWZmIGhlcmUu
179 </ims:content >
180 </ims:sign>
181 </ims:signs >
182 </ims:annotation >
183 </ims:fast>
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Annotation a1 belongs to the namespace http://fast.dei.unipd.it/ (line 4) and it is a
shared annotation (line 5). In particular, group-1 cannot access the annotation (lines 12-17),
group-2 can only read the annotation (lines 18-23), and group-3 can read and modify the an-
notation (lines 24-29). If annotation a1 was public or private, the sharings elements (lines 11-30)
would be not present.

Then the list of the signs materializing the annotation and its semantics follow.
sign-1 (lines 32-58) is a textual sign written in English – MIME media type text/plain and

language eng (line 33) – and it is a comment (line 37) on the annotated digital object doc1 (lines 39-
54) anchored to a specific part of it (lines 43-52): the pointer element uses an hypothetical XML-
based syntax for selecting with its own elements (lines 44-51) an image within the PDF document
which constitutes doc1 and a specific area of that image; it also specifies that the anchored part has
the image/jpeg MIME media type (line 43). Finally, the content element (lines 55-57) contains the
actual content of the sign, as plain text since this is the MIME media type of the sign in this case.

sign-2 (lines 59-78) is quite similar to sign-1 with the difference that it shows how a plain text
based syntax can be used for anchoring to a part of a digital object (lines 70-72).

sign-3 (lines 79-107) represents the case of a sign with HTML content – see the MIME media
type (line 80) and the HTML fragment embedded in the content element (lines 98-106). Note that
if a sign carries a content which has an XML-like syntax, e.g. XML, HTML, Resource Description
Framework (RDF) [W3C, 2004a], this content is represented as sub-elements of the content ele-
ment. Moreover, sign-3 shows the possibility of having a “relate-to link" (lines 92-97) in this case to
the whole doc35 since there is no pointer element.

sign-4 (lines 108-133) and sign-5 (lines 134-156) provide small variations and combinations
of what has been already discussed in the case of the previous signs.

sign-6 (lines 157-181) represents the case of an image sign whose binary content is Base64-
encoded in the content elements (lines 177-179). Moreover, it shows how multiple meanings can
be associated to a sign, as the source and cover concepts (lines 161-164) in this case.

3.4 Example of Annotation in JSON

The annotation model previously described can be represented also using JavaScript Object Nota-
tion (JSON) [Crockford, 2006].

Nevertheless, since the JSON schema [Zyp, 2010] has not been standardized yet and its current
draft expired in May 2011, we have not provided a translation of the XSchema into a corresponding
JSON schema to avoid relying on a tool that may vary considerably or never get standardized.

Therefore, to be consistent with the XML one, the JSON representation borrows element names
from the XSchema with the main difference that attributes of XML elements have been mapped to
sub-fields in JSON, since it does not support the notion of attribute of a field.

The following code listing reports how the annotation discussed in Section 3.1 and shown in
Figure 2 is represented in JSON and the explanations and considerations made in the previous
section hold also in this case.
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1 {
2 "fast":{
3 "annotation":{
4 "identifier":"a1",
5 "namespace":"http :// fast.dei.unipd.it/",
6 "scope":"SHARED",
7 "created":"2012 -07 -31 T18 :42:20.563+02:00",
8 "last -modified":"2012 -07 -31 T18 :42:20.563+02:00",
9 "owner":{

10 "user":{
11 "identifier":"ferro",
12 "namespace":"http :// fast.dei.unipd.it/"
13 }
14 },
15 "sharings":[
16 {
17 "sharing":{
18 "group":{
19 "identifier":"group -1",
20 "namespace":"http :// fast.dei.unipd.it/"
21 },
22 "access -permission":"DENIED"
23 }
24 },
25 {
26 "sharing":{
27 "group":{
28 "identifier":"group -2",
29 "namespace":"http :// fast.dei.unipd.it/"
30 },
31 "access -permission":"READ_ONLY"
32 }
33 },
34 {
35 "sharing":{
36 "group":{
37 "identifier":"group -3",
38 "namespace":"http :// fast.dei.unipd.it/"
39 },
40 "access -permission":"READ_WRITE"
41 }
42 }
43 ],
44 "signs":[
45 {
46 "sign":{
47 "identifier":"sign -1",
48 "media -type":"text/plain",
49 "language":"eng",
50 "created":"2012 -07 -31 T18 :42:20.556+02:00",
51 "last -modified":"2012 -07 -31 T18 :42:20.556+02:00",
52 "concepts":[
53 {
54 "concept":{
55 "identifier":"comment",
56 "namespace":"http :// fast.dei.unipd.it/"
57 }
58 }
59 ],
60 "annotate":{
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61 "anchor":{
62 "digital -object":{
63 "identifier":"doc1",
64 "namespace":"http :// www.dl1.org/",
65 "media -type":"application/pdf"
66 },
67 "anchored -media -type":"image/jpeg",
68 "pointer":"<selection ><path >/root/page1/image1 </path ><area >10 5 20 10</area ></selection >"
69 }
70 },
71 "content":{
72 "content":"This is a common picture for this novel."
73 }
74 }
75 },
76 {
77 "sign":{
78 "identifier":"sign -2",
79 "media -type":"text/plain",
80 "language":"eng",
81 "created":"2012 -07 -31 T18 :42:20.560+02:00",
82 "last -modified":"2012 -07 -31 T18 :42:20.560+02:00",
83 "concepts":[
84 {
85 "concept":{
86 "identifier":"comment",
87 "namespace":"http :// fast.dei.unipd.it/"
88 }
89 }
90 ],
91 "annotate":{
92 "anchor":{
93 "digital -object":{
94 "identifier":"doc1",
95 "namespace":"http :// www.dl1.org/",
96 "media -type":"application/pdf"
97 },
98 "anchored -media -type":"text/plain",
99 "pointer":"/root/page1/sentence3 [10 -30]"

100 }
101 },
102 "content":{
103 "content":"Description of the picture."
104 }
105 }
106 },
107 {
108 "sign":{
109 "identifier":"sign -3",
110 "media -type":"text/html",
111 "language":"eng",
112 "created":"2012 -07 -31 T18 :42:20.560+02:00",
113 "last -modified":"2012 -07 -31 T18 :42:20.560+02:00",
114 "concepts":[
115 {
116 "concept":{
117 "identifier":"translation",
118 "namespace":"http :// fast.dei.unipd.it/"
119 }
120 }
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121 ],
122 "annotate":{
123 "anchor":{
124 "digital -object":{
125 "identifier":"doc1",
126 "namespace":"http :// www.dl1.org/",
127 "media -type":"application/pdf"
128 }
129 }
130 },
131 "relate -to":{
132 "anchor":{
133 "digital -object":{
134 "identifier":"doc35",
135 "namespace":"http ://www.dl2.org/",
136 "media -type":"text/rtf"
137 }
138 }
139 },
140 "content":{
141 "content":"<html ><body ><p>Good Italian translation .</p></body ></html >"
142 }
143 }
144 },
145 {
146 "sign":{
147 "identifier":"sign -4",
148 "media -type":"text/plain",
149 "language":"eng",
150 "created":"2012 -07 -31 T18 :42:20.560+02:00",
151 "last -modified":"2012 -07 -31 T18 :42:20.560+02:00",
152 "concepts":[
153 {
154 "concept":{
155 "identifier":"review",
156 "namespace":"http :// fast.dei.unipd.it/"
157 }
158 }
159 ],
160 "annotate":{
161 "anchor":{
162 "digital -object":{
163 "identifier":"doc1",
164 "namespace":"http ://www.dl1.org/",
165 "media -type":"application/pdf"
166 }
167 }
168 },
169 "relate -to":{
170 "anchor":{
171 "digital -object":{
172 "identifier":"doc35",
173 "namespace":"http ://www.dl2.org/",
174 "media -type":"text/rtf"
175 },
176 "anchored -media -type":"text/rtf",
177 "pointer":"100 0 27"
178 }
179 },
180 "content":{
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181 "content":"Verify the syntax of the sentence."
182 }
183 }
184 },
185 {
186 "sign":{
187 "identifier":"sign -5",
188 "media -type":"text/plain",
189 "language":"eng",
190 "created":"2012 -07 -31 T18 :42:20.560+02:00",
191 "last -modified":"2012 -07 -31 T18 :42:20.560+02:00",
192 "concepts":[
193 {
194 "concept":{
195 "identifier":"publisher",
196 "namespace":"http :// purl.org/dc/elements /1.1/"
197 }
198 }
199 ],
200 "annotate":{
201 "anchor":{
202 "digital -object":{
203 "identifier":"doc1",
204 "namespace":"http ://www.dl1.org/",
205 "media -type":"application/pdf"
206 }
207 }
208 },
209 "relate -to":{
210 "anchor":{
211 "digital -object":{
212 "identifier":"http :// www.publisher.com/",
213 "namespace":"http :// fast.dei.unipd.it/web/",
214 "media -type":"text/html"
215 }
216 }
217 },
218 "content":{
219 "content":"The Publisher , Inc., NY , USA."
220 }
221 }
222 },
223 {
224 "sign":{
225 "identifier":"sign -6",
226 "media -type":"image/jpeg",
227 "created":"2012 -07 -31 T18 :42:20.560+02:00",
228 "last -modified":"2012 -07 -31 T18 :42:20.560+02:00",
229 "concepts":[
230 {
231 "concept":{
232 "identifier":"cover",
233 "namespace":"http :// fast.dei.unipd.it/"
234 }
235 },
236 {
237 "concept":{
238 "identifier":"source",
239 "namespace":"http :// purl.org/dc/elements /1.1/"
240 }
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241 }
242 ],
243 "annotate":{
244 "anchor":{
245 "digital -object":{
246 "identifier":"doc1",
247 "namespace":"http :// www.dl1.org/",
248 "media -type":"application/pdf"
249 }
250 }
251 },
252 "relate -to":{
253 "anchor":{
254 "digital -object":{
255 "identifier":"http :// www.publisher.com/",
256 "namespace":"http :// fast.dei.unipd.it/web/",
257 "media -type":"text/html"
258 }
259 }
260 },
261 "content":{
262 "content -transfer -encoding":"base64",
263 "content":"c29tZSBKUEVHIHN0dWZmIGhlcmUu"
264 }
265 }
266 }
267 ]
268 }
269 }
270 }

4 The Document-Annotation Hypertext

As explained in Section 3, we consider that existing digital objects and annotations constitute a
hypertext. The definition and the properties of this hypertext could be derived directly from the
definition of annotation, as done in [Agosti and Ferro, 2008]. However, here we prefer to provide a
definition of the document-annotation hypertext which does not need to rely on a previous formal
definition of annotation still keeping all the properties which exhibits when formally defined. To this
end, we adopt the definition introduced in [Agosti and Ferro, 2005].

Definition 1: Let A be the set of annotations, D the set of documents, and DO = A ∪D the set of
digital objects, which are either annotations or documents.

The document–annotation hypertext is a labeled directed graph

Hda = (DO,Eda ⊆ A×DO)

where DO is the set of vertices and Eda is the set of edges. Let lda : Eda → LT be the labelling
function. For each e = (a, do) ∈ Eda there is a lda(e)-labeled edge from the annotation a to the
generic digital object do, specifying the type of link, either Annotate or Relate-to. The following
constraints must be satisfied:
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1. each annotation a must annotate one and only one digital object4:

∀a ∈ A ∃! e = (a, do) ∈ Eda | lda(e) = Annotate

2. the graph does not contain loops:

∀a ∈ A @ e = (a, do) ∈ Eda | a = do

3. the graph does not contain cycles:

@C = a0akak−1 · · · a1a0 |
e0 = (a0, ak), ek = (ak, ak−1), . . . , e1 = (a1, a0) ∈ Eda,
lda(e0) = lda(ek) = . . . = lda(e1) = Annotate

Note that each e ∈ Eda always starts from an annotation, while e ∈ Eda that starts from a
document does not exist. Each annotation is constrained to be incident with one and only one edge
with link type “Annotate", thus formalizing the notion of link type mentioned above. The constraint
related to loops prevent us from creating self-referencing annotations, which have no use for our
purposes. Finally, annotations involve a temporal dimension, since each annotation has to annotate
an already existing digital object. Thus, the last constraint about cycles of annotations prevents us
from creating cycles where the oldest annotation a0 annotates the newest annotation ak; note that
this is not an issue for document vertices, since “Annotate" links can start only from annotations.

Moreover, as demonstrated in [Agosti and Ferro, 2005, 2008], for each document there is a
unique tree of annotations constituted by “Annotate" edges that can be rooted in the document.
Remembering that in a tree any two given vertices are linked by a unique path, it follows that for
each annotation we can determine the unique path to the root document of the tree to which the
annotation belongs

Figure 4 shows an example of document-annotation hypertext. In the example, there are two
digital libraries: one concerning illuminated manuscripts, whose namespace is imDL, and the other
concerning computer science papers, whose namespace is csDL. The document-annotation hyper-
text allows us to express:

• annotation sets concerning a document : fast:a1, fast:a2 is an annotation set concerning
the document imDL:doc10;

• annotation sets concerning an annotation: fast:a7, fast:a13 is an annotation set concerning
the annotation fast:a6;

• annotation threads concerning a document : fast:a1, fast:a4, fast:a5 is an annotation
thread concerning the document imDL:doc10;

4∃! is the unique existential quantifier, and it is read “there exists a unique . . . such that . . .”.
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ABSTRACT
Scientific research on illuminated manuscripts includes the
disclosure of relationships among images belonging to dif-
ferent manuscripts. Relationships can be modeled as typed
links, which induce an hypertext over the archive. In this pa-
per we present a formal model for annotations, which is the
basis to build methods for automatically processing existing
relationships among link types and exploiting the properties
of the graph which models the hypertext. The result of this
processing is twofold: new relationships can be suggested to
help users in their research work, and the existing ones can
be semantically validated to check for inconsistencies.

Categories and Subject Descriptors
H.3.7 [Information Storage and Retrieval]: Digital Li-
braries

General Terms
Algorithms, Design, Human Factors

Keywords
annotation, digital images, user requirements, education

1. INTRODUCTION
This paper reports on the development of automatic tools

for research users of multimedia digital archives. Archives of
specific interest are those constituted by images taken from
original illuminated manuscripts, which are books, usually
handwritten, that include illustrations. A digital archive,
which stores historical images from manuscripts and man-
ages the related information, usually has two goals. The
first goal represents the preservation of cultural heritage.
The second one represents the dissemination of the histor-
ical material, because the content of a digital archive may
be accessed by a wider community of users than a physical
one. There is a third aspect that plays an important role
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in preservation and dissemination of cultural heritage. Il-
luminated manuscripts are the subject of scientific research
in different areas, namely art history and history of science,
and all the disciplines that are related to their content. To
this aim, a digital archive of illuminated manuscripts needs
to be enriched by a set of tools and services that help re-
searchers studying the development of scientific illustrations
over the centuries.

Our work is based on a previous study carried out with a
user centered approach [1] where final users were researchers
and scholars in the different areas related to illuminated
manuscripts. According to reached results, the use of an-
notations has been proposed as a useful way of accessing a
digital archive, sharing knowledge in a collaborative envi-
ronment of researchers, and disseminating research results
to students [2]. In this paper we formalize the concept of
annotations to propose tools for the automatic analysis of
user’s annotations, with the aim of highlighting inconsis-
tencies and suggesting new relationships among the images
of the digital archive. The paper is structured as follows.
The formal model for annotations of the content of a digital
archive is presented in Section 2, and the methods exploited
for automatic suggestions are presented in Section 3. Con-
clusions are drawn in Section 4.

2. A FORMALMODELOFANNOTATIONS
OF DIGITAL CONTENT

This section presents the formal model for describing an-
notations; this model builds on the one proposed in [3].

Digital Object Sets
An archive of illuminated manuscripts has to deal with dif-
ferent kinds of Digital Objects (DOs). A preliminary user
study highlighted that the objects that are studied by re-
searchers are of three kinds: manuscripts, pages within a
given manuscript, and details of pages, which usually are
hand drawn images. We call them Digital Contents (DCs),
because they carry the information content that is the sub-
ject of scientific research.

The user study highlighted that a fourth DO has to be
added to the digital archive: the annotation on digital con-
tent. Annotations are authored by researchers, and they
may be either a tool for studying the collection of manu-
scripts – e.g., a way to highlight some interesting relation-
ships that need to be further investigated – or the results
itself of scientific research – the disclosure of new informa-
tion about the DCs in the archive. The following definition
formalizes the different sets of DOs we need to deal with.
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Abstract. This paper discusses how to exploit annotations as a useful
context in order to search and retrieve relevant documents for a user
query. This paper provides a formal framework which can be useful in
facing this problem and shows how this framework can be employed, by
using techniques which come from the hypertext information retrieval
and data fusion fields.

1 Introduction

Digital Library Management Systems (DLMSs) are currently in a state of evolu-
tion: today they are simply places where information resources can be stored and
made available, whereas for tomorrow they will become an integrated part of the
way the user works. For example, instead of simply downloading a paper and
then working on a printed version, a user will be able to work directly with the
paper by means of the tools provided by the DLMS and share their work with
colleagues. This way, the user’s intellectual work and the information resources
provided by the DLMS can be merged together in order to constitute a single
working context. Thus, the DLMS is no longer perceived as something external
to the intellectual production process nor as a mere consulting tool, but as an in-
trinsic and active part of the intellectual production process, as pointed out in [1].

Annotations are effective means in order to enable the paradigm of interaction
between users and DLMSs envisioned above, since they are very well-established
practice and widely used. Annotations are not only a way of explaining and en-
riching an information resource with personal observations, but also a means of
transmitting and sharing ideas in order to improve collaborative work practices.
Furthermore, annotations allow users to naturally merge and link personal con-
tents with the information resources provided by the DLMS in order to create a
common context that unifies all of these contents.

In fact, annotations allow the creation of new relationships among existing
contents, by means of links that connect annotations together and with existing
content. In this sense we can consider that existing content and annotations con-
stitute a hypertext, according to the definition of hypertext provided in [2]. This
hypertext can be exploited not only for providing alternative navigation and
browsing capabilities, but can also offer advanced search functionalities. Fur-
thermore, [3] considers annotations as a natural way of creating and increasing
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ABSTRACT
The aim of this paper is to report the research results of an
ongoing project that deals with the exploitation of a digital
archive of drawings and illustrations of historic documents
for research and educational purposes. According to the re-
sults on a study of user requirements, we have designed tools
to provide researchers with innovative ways for accessing the
digital manuscripts, sharing, and transferring knowledge in
a collaborative environment. We have found that the results
of scientific research on the relationships between images of
manuscripts produced over the centuries can be rendered
explicit by using annotations. For this purpose, a taxonomy
for linking annotation is introduced, together with a concep-
tual schema which represents annotations and links them to
digital objects.

Categories and Subject Descriptors
H.3.7 [Information Storage and Retrieval]: Digital Li-
braries—System issues

General Terms
Design, Human Factors

Keywords
annotation, digital images, user requirements, education en-
vironment

1. INTRODUCTION
This paper reports research work on the feasibility of sys-

tems that manage image digital archives in ways that give
to their professional final users the supports for annotating
their content. The image digital archives of specific interest
are those constituted by images taken from original illumi-
nated manuscripts, which are books, usually handwritten,
that include illustrations and, in the past centuries, were

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
JCDL’05, June 7–11, 2005, Denver, Colorado, USA.
Copyright 2005 ACM 1-58113-876-8/05/0006 ...$5.00.

manually and artistically decorated with colours, gold, or
silver.

The feasibility of a system which is able to store a dig-
ital archive of historical images and to manage related in-
formation, in particular in the case of images taken from
illuminated manuscripts, usually has a two goals. The first
goal represents the preservation of cultural heritage, because
manuscripts tend to deteriorate in time, especially when not
stored in a climate controlled environment: the digitization
of historical images allows for separating the deterioration
of the physical material from the deterioration of the in-
formation content. The second goal represents the dissem-
ination of the historical material, because the content of a
digital archive may be accessed by a wider community of
users than a physical one: the content of digital archives
can be available through a computer network, not to men-
tion that in some cases users are not allowed to access the
original manuscripts because of the risk of speeding up their
deterioration.

There is a third aspect that plays an important role in the
preservation and the dissemination of the cultural heritage.
Illuminated manuscripts are still the subject of scientific re-
search in different areas, namely art history and history of
science, and all the disciplines that are related to their con-
tent – e.g., botany, astronomy, and medicine. To this aim,
a digital archive of images needs to be enriched by a set
of tools that enables researchers to study the development
of scientific illustrations over the centuries. The design of
these tools has to take into account that one of the goals of
scientific research is dissemination of results for educational
purposes. In this way, the digital archive can by used as a
tool for both research and education.

This paper focuses on the feasibility study and the sub-
sequent project of tools for scientific researchers on illumi-
nated manuscripts. A special focus is given to manuscripts
of scientific illustrations from the Middle Ages to the late Re-
naissance. Manuscripts may contain illustrations of plants,
astrological and astronomical subjects, and parts of the hu-
man body. One of the aims of the research on this kind
of manuscript regards the evolution of scientific represen-
tation and the relationships between different manuscripts
that may bring to light possible influences among different
authors. This aspect is of particular relevance for our in-
stitution, the University of Padova, because it has played a
major role in the history of modern scientific illustrations. It
was under the influence of Pietro d’Abano (1257-1315) that
this Paduan school produced a number of illuminated man-
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Figure 4: Example of document–annotation hypertext Hda.

• annotation threads concerning an annotation: fast:a13, fast:a15 is an annotation thread
concerning the annotation fast:a6.

These basic patterns can be mixed to obtain nested sets and threads of annotations.
As you can note, by following the “Annotate" links, each annotation results rooted in a unique

document which is the root of the tree. On the other hand, “Relate-to" links allow annotations to pro-
vide alternative browsing and navigation paths which can connect different digital objects. Finally,
annotations may involve documents that belong to different digital libraries, as in the case of anno-
tation fast:a10 which annotates the annotations fast:a9, it is rooted in the document csDL:doc23
which belongs to the computer science digital library, and related to document imDL:doc12, which
belongs to the illuminated manuscripts digital library.

5 Search Model

The FAST annotation service extends the overall search model of the PROMISE evaluation infras-
tructure, described in Section 4 of D3.3 [Agosti et al., 2012]. Here, only the model for dealing with
the document-annotation hypertext is reported.

The hypertext that connects documents to annotations calls for a search strategy that takes it into
consideration and allows us to modify the score of annotations and/or documents according to the
paths in the hypertext. For example, we could consider that an annotation, retrieved in response to a
user query, is more relevant if it is part of a thread where other annotations have also been retrieved
in response to the same query rather than if it is part of a thread where it is the only annotation that
matches the query. This is discussed in Section 5.1
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5.1 Annotation Hypertext-driven Retrieval

Consider the document-annotation hypertext Hda = (DO,E) where DO is a set of digital objects
(either documents or annotations) and E is a set of edges indicating that an annotation is annotating
a digital object, as introduced in [Agosti and Ferro, 2005, 2008] and previously discussed.

The hypertext similarity score between an annotation and a query is defined as:

simht
α (a, q) =

1

α
sim(a, q) +

α− 1

α
· 1

|succ(a)|
∑

ak∈succ(a)

sim(ak, q) + simht
α (ak, q)

2

where sim(a, q) ∈ [0, 1] is a generic similarity function between an annotation and a query, succ(a)
is a function that returns the set of successors of an annotation aj and α is a real number called the
annotation thread damping factor. We consider that sim(aj , q) = 0 for those annotations that do not
match the query.

simht
α (a, q) computes the weighted average between sim(a, q), the similarity score of an anno-

tation with respect to a query, and the similarity scores which come from the thread to which the
annotation belongs. In particular, the thread similarity scores are given by the average between the
similarity scores of the successors of a and the hypertext similarity scores of the successors of a; in
other words, the hypertext similarity score recursively averages the similarity scores of the annota-
tions that belong to the same thread of the given annotation a. Furthermore, simht

α (a, q) penalizes
similarity scores which come from lengthy paths, because for a path P = a0 . . . ak the similarity
score sim(ak, q) of ak is weighted 1

2k
.

The hypertext similarity score resembles the CombANZ strategy of [Fox and Shaw, 1993],
proposing a recursive version of this strategy, even though CombANZ averages only on non-zero
similarity scores. Examples of functions similar to can be found in [Frommholz et al., 2003; Savoy,
1996], but [Frommholz et al., 2003] exploits a probabilistic framework and chooses the path with
the maximum probability of the relevance of a document, while [Savoy, 1996] does not average the
similarity scores and has an iterative approach to the problem.

By varying the value of α between 0 and∞, it is possible to obtain a query processing interme-
diate between a traditional information retrieval model (α = 1), when simht

1 (a, q) = sim(a, q) and
only the similarity between the annotation and the query is taken into account, and a pure hypertext
driven retrieval model (α = ∞), when simht

∞(a, q) = 1
|succ(a)|

∑
ak∈succ(a)

sim(ak,q)+simht
∞(ak,q)

2 and only

the thread to which the annotation belongs is taken into account.
Note that the above definition of the hypertext similarity score provides us with an additional

degree of freedom in the choice of the actual function to be used for computing the similarity between
a term and the annotation, which allows us to plug in different retrieval models for annotations
besides the one based on extended boolean retrieval proposed in Section 4 of D3.3 [Agosti et al.,
2012].

Finally, the hypertext-driven retrieval model allows us to compute a similarity score also for the
documents that have been annotated, so that it is possible to search and retrieve documents in
response to a user query by means of their annotations. The similarity score by annotation
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between the document and a query is defined as:

sima
α(d, q) =

1

|succ(d)|
∑

a∈succ(d)

simht
α (a, q)

Basically, the similarity score by annotation of a document averages the hypertext similarity
scores of the annotations that are annotating the document.

6 FAST RESTful WebService

The FAST annotation service extends the RESTful Web service of the PROMISE evaluation infras-
tructure, described in Section 7 of D3.3 [Agosti et al., 2012]. Here, only the resources concerned
annotations are reported.

6.1 Annotation Resource

6.1.1 API

Action HTTP Method URI

CREATE_ANNOTATION POST /annotation
READ_ANNOTATION GET /annotation/{id};{ns}
READ_ANNOTATION GET /annotation/{id};{ns}/

content
READ_ANNOTATION_TREE_ROOT GET /annotation/{id};{ns}/

tree-root
UPDATE_ANNOTATION PUT /annotation/{id};{ns}
DELETE_ANNOTATION DELETE /annotation/{id};{ns}
LIST_ANNOTATIONS GET /annotation
LIST_ANNOTATION_PROVENANCE_EVENTS GET /annotation/{id};{ns}/

provenance
SHARE_ANNOTATION GET, PUT, POST /annotation/{id};{ns}/

share/{sharer-id};
{sharer-ns}/permission/
{access-permission}

UNSHARE_ANNOTATION DELETE /annotation/{id};{ns}/
share/{sharer-id};
{sharer-ns}

ADD_SIGN_TO_ANNOTATION POST /annotation/{id};{ns}/
sign

READ_SIGN GET /annotation/{id};{ns}/
sign/{sid}
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/annotation
/annotation/{id};{ns}
/annotation/{id};{ns}/content
/annotation/{id};{ns}/content
/annotation/{id};{ns}/tree-root
/annotation/{id};{ns}/tree-root
/annotation/{id};{ns}
/annotation/{id};{ns}
/annotation
/annotation/{id};{ns}/provenance
/annotation/{id};{ns}/provenance
/annotation/{id};{ns}/share/{sharer-id};{sharer-ns}/permission/{access-permission}
/annotation/{id};{ns}/share/{sharer-id};{sharer-ns}/permission/{access-permission}
/annotation/{id};{ns}/share/{sharer-id};{sharer-ns}/permission/{access-permission}
/annotation/{id};{ns}/share/{sharer-id};{sharer-ns}/permission/{access-permission}
/annotation/{id};{ns}/share/{sharer-id};{sharer-ns}
/annotation/{id};{ns}/share/{sharer-id};{sharer-ns}
/annotation/{id};{ns}/share/{sharer-id};{sharer-ns}
/annotation/{id};{ns}/sign
/annotation/{id};{ns}/sign
/annotation/{id};{ns}/sign/{sid}
/annotation/{id};{ns}/sign/{sid}


Action HTTP Method URI

UPDATE_SIGN PUT /annotation/{id};{ns}/
sign/{sid}

DELETE_SIGN DELETE /annotation/{id};{ns}/
sign/{sid}

READ_SIGN GET /annotation/{id};{ns}/
sign/{sid}/content

UPDATE_SIGN POST, PUT /annotation/{id};{ns}/
sign/{sid}/content

UPDATE_SIGN DELETE /annotation/{id};{ns}/
sign/{sid}/content

Table 1: API for accessing the annotation resource.

where {id} is the unique identifier of the annotation and {ns} is the namespace to which the an-
notation belongs; {shared-id} and {sharer-ns} are the identifier and namespace of the group
which shares the annotation; {access-permission} is the access permission to the annotation for
the group, namely DENIED, READ_ONLY, READ_WRITE; {sid} is the identifier of a sign.

6.1.2 XML Representation

See example in Section 3.3.

6.1.3 JSON Representation

See example in Section 3.4.

6.1.4 Basic Usage

The basic usage is intended for the cases in which the annotation consists mainly of textual signs
or reasonably small size size, as in the case of the annotation discussed in Section 3.3. This means
that the annotation can be processed as a whole.

Creation To create the annotation, you have to POST at the following URI:

/annotation

Note that with respect to the example of Section 3.4, you may decide to not specify the iden-
tifier for the annotation and for the signs contained in the annotation. In that case the system will
automatically set a type 4 Universally Unique IDentifier (UUID) [ISO/IEC 9834-8, 2008; Leach et al.,
2005] for the annotation and each of its signs.

Note that, even if you create a shared annotation as in the case of the example in Section 3.3,
this is not automatically shared with the groups at creation time but, for each group you want to
share the annotation with, you need a separate call to the following URI:
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/annotation/{id};{ns}/sign/{sid}
/annotation/{id};{ns}/sign/{sid}
/annotation/{id};{ns}/sign/{sid}
/annotation/{id};{ns}/sign/{sid}
/annotation/{id};{ns}/sign/{sid}/content
/annotation/{id};{ns}/sign/{sid}/content
/annotation/{id};{ns}/sign/{sid}/content
/annotation/{id};{ns}/sign/{sid}/content
/annotation/{id};{ns}/sign/{sid}/content
/annotation/{id};{ns}/sign/{sid}/content
/annotation


/annotation/{id};{ns}/share/{sharer-id};{sharer-ns}/permission/
{access-permission}

Reading To read a whole annotation, you have to GET the following URI:

/annotation/{id};{ns}/content

Update To update the scope and/or the owner of an annotation, you have to PUT at the following
URI:

/annotation/{id};{ns}

To update one of the signs of the annotation, you have to PUT at the following URI:

/annotation/{id};{ns}/sign/{sid}

Deletion To delete a whole annotation, you have to DELETE the following URI:

/annotation/{id};{ns}

6.1.5 Advanced Usage

The advanced use stems from the consideration that the payload of a sign can be of considerable
size, e.g. in the case of images or sounds, and so a more efficient way of dealing with this use anno-
tation is needed. The basic idea here is to allow to create, read, update, and delete the annotation
and signs separately and, when possible, to avoid the XML or JSON wrapping.

Creation To create the annotation, without any sign, you have to POST at the following URI:

/annotation

an annotation where its representation does not contain any signs, as in the XML example below.
1 <?xml version ="1.0" encoding ="UTF -8"?>
2 <ims:fast xmlns:ims="http :// ims.dei.unipd.it/" xmlns:xsi="http ://www.w3.org /2001/ XMLSchema -instance"
3 xsi:schemaLocation="http :// ims.dei.unipd.it/ http ://ims.dei.unipd.it/data/xml/fast .3.00. xsd">
4 <ims:annotation ims:identifier="a1" ims:namespace="http :// fast.dei.unipd.it/"
5 ims:scope="SHARED"
6 ims:created="2012 -07 -31 T18 :42:20.563+02:00"
7 ims:last -modified="2012 -07 -31 T18 :42:20.563+02:00">
8 <ims:owner>
9 <ims:user ims:identifier="ferro" ims:namespace="http :// fast.dei.unipd.it/" />

10 </ims:owner >
11 </ims:annotation >
12 </ims:fast>

Then, to add each sign separately to the annotation, you have to POST at the following URI:

/annotation/{id};{ns}/sign

a representation of a sign, as in the XML example below.
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/annotation/{id};{ns}/share/{sharer-id};{sharer-ns}/permission/{access-permission}
/annotation/{id};{ns}/share/{sharer-id};{sharer-ns}/permission/{access-permission}
/annotation/{id};{ns}/content
/annotation/{id};{ns}
/annotation/{id};{ns}/sign/{sid}
/annotation/{id};{ns}
/annotation
/annotation/{id};{ns}/sign


1 <?xml version ="1.0" encoding ="UTF -8"?>
2 <ims:fast xmlns:ims="http :// ims.dei.unipd.it/"
3 xmlns:xsi="http :// www.w3.org /2001/ XMLSchema -instance"
4 xsi:schemaLocation="http :// ims.dei.unipd.it/ http ://ims.dei.unipd.it/data/xml/fast .3.00. xsd">
5 <ims:sign ims:identifier="sign -6"
6 ims:media -type="image/jpeg"
7 ims:created="2012 -07 -31 T18 :42:20.560+02:00"
8 ims:last -modified="2012 -07 -31 T18 :42:20.560+02:00">
9 <ims:concepts >

10 <ims:concept ims:identifier="cover" ims:namespace="http :// fast.dei.unipd.it/" />
11 <ims:concept ims:identifier="source" ims:namespace="http :// purl.org/dc/elements /1.1/" />
12 </ims:concepts >
13 <ims:annotate >
14 <ims:anchor >
15 <ims:digital -object ims:identifier="doc1"
16 ims:namespace="http ://www.dl1.org/"
17 ims:media -type="application/pdf" />
18 </ims:anchor >
19 </ims:annotate >
20 <ims:relate -to>
21 <ims:anchor >
22 <ims:digital -object ims:identifier="http :// www.publisher.com/"
23 ims:namespace="http :// fast.dei.unipd.it/web/"
24 ims:media -type="text/html" />
25 </ims:anchor >
26 </ims:relate -to>
27 <ims:content ims:content -transfer -encoding="base64">
28 c29tZSBKUEVHIHN0dWZmIGhlcmUu
29 </ims:content >
30 </ims:sign>
31 </ims:fast>

If the payload of your sign is really huge, you may decide to add the sign to the annotation via a
POST at the following URI:

/annotation/{id};{ns}/sign

using representation of a sign without the content element, as in the XML example below.
1 <?xml version ="1.0" encoding ="UTF -8"?>
2 <ims:fast xmlns:ims="http ://ims.dei.unipd.it/"
3 xmlns:xsi="http :// www.w3.org /2001/ XMLSchema -instance"
4 xsi:schemaLocation="http :// ims.dei.unipd.it/ http ://ims.dei.unipd.it/data/xml/fast .3.00. xsd">
5 <ims:sign ims:identifier="sign -6"
6 ims:media -type="image/jpeg"
7 ims:created="2012 -07 -31 T18 :42:20.560+02:00"
8 ims:last -modified="2012 -07 -31 T18 :42:20.560+02:00">
9 <ims:concepts >

10 <ims:concept ims:identifier="cover" ims:namespace="http :// fast.dei.unipd.it/" />
11 <ims:concept ims:identifier="source" ims:namespace="http :// purl.org/dc/elements /1.1/" />
12 </ims:concepts >
13 <ims:annotate >
14 <ims:anchor >
15 <ims:digital -object ims:identifier="doc1"
16 ims:namespace="http ://www.dl1.org/"
17 ims:media -type="application/pdf" />
18 </ims:anchor >
19 </ims:annotate >
20 <ims:relate -to>
21 <ims:anchor >
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/annotation/{id};{ns}/sign


22 <ims:digital -object ims:identifier="http :// www.publisher.com/"
23 ims:namespace="http :// fast.dei.unipd.it/web/"
24 ims:media -type="text/html" />
25 </ims:anchor >
26 </ims:relate -to>
27 </ims:sign>
28 </ims:fast>

and then upload the actual payload of the sign, directly in binary format and specifying its MIME
media type in the HyperText Transfer Protocol (HTTP) headers, via a PUT or POST at the following
URI:

/annotation/{id};{ns}/sign/{sid}/content

Reading To read an annotation, you have to GET the following URI:

/annotation/{id};{ns}

and it will return a representation of the annotation where all its signs are listed without reporting
their content, as in the XML example below.

1 <?xml version ="1.0" encoding ="UTF -8"?>
2 <ims:fast xmlns:ims="http ://ims.dei.unipd.it/" xmlns:xsi="http ://www.w3.org /2001/ XMLSchema -instance"
3 xsi:schemaLocation="http :// ims.dei.unipd.it/ http ://ims.dei.unipd.it/data/xml/fast .3.00. xsd">
4 <ims:annotation ims:identifier="a1" ims:namespace="http :// fast.dei.unipd.it/"
5 ims:scope="SHARED"
6 ims:created="2012 -07 -31 T18 :42:20.563+02:00"
7 ims:last -modified="2012 -07 -31 T18 :42:20.563+02:00">
8 <ims:owner>
9 <ims:user ims:identifier="ferro" ims:namespace="http :// fast.dei.unipd.it/" />

10 </ims:owner >
11 <ims:sharings >
12 <ims:sharing >
13 <ims:group ims:identifier="group -1" ims:namespace="http :// fast.dei.unipd.it/" />
14 <ims:access -permission >
15 DENIED
16 </ims:access -permission >
17 </ims:sharing >
18 <ims:sharing >
19 <ims:group ims:identifier="group -2" ims:namespace="http :// fast.dei.unipd.it/" />
20 <ims:access -permission >
21 READ_ONLY
22 </ims:access -permission >
23 </ims:sharing >
24 <ims:sharing >
25 <ims:group ims:identifier="group -3" ims:namespace="http :// fast.dei.unipd.it/" />
26 <ims:access -permission >
27 READ_WRITE
28 </ims:access -permission >
29 </ims:sharing >
30 </ims:sharings >
31 <ims:signs>
32 <ims:sign ims:identifier="sign -1"
33 ims:media -type="text/plain" ims:language="eng"
34 ims:created="2012 -07 -31 T18 :42:20.556+02:00"
35 ims:last -modified="2012 -07 -31 T18 :42:20.556+02:00">
36 <ims:concepts >
37 <ims:concept ims:identifier="comment" ims:namespace="http :// fast.dei.unipd.it/" />
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/annotation/{id};{ns}/sign/{sid}/content
/annotation/{id};{ns}


38 </ims:concepts >
39 <ims:annotate >
40 <ims:anchor >
41 <ims:digital -object ims:identifier="doc1" ims:namespace="http ://www.dl1.org/"
42 ims:media -type="application/pdf" />
43 <ims:pointer ims:anchored -media -type="image/jpeg">
44 <selection >
45 <path>
46 /root/page1/image1
47 </path>
48 <area>
49 10 5 20 10
50 </area>
51 </selection >
52 </ims:pointer >
53 </ims:anchor >
54 </ims:annotate >
55 </ims:sign>
56 <ims:sign ims:identifier="sign -2"
57 ims:media -type="text/plain" ims:language="eng"
58 ims:created="2012 -07 -31 T18 :42:20.560+02:00"
59 ims:last -modified="2012 -07 -31 T18 :42:20.560+02:00">
60 <ims:concepts >
61 <ims:concept ims:identifier="comment" ims:namespace="http :// fast.dei.unipd.it/" />
62 </ims:concepts >
63 <ims:annotate >
64 <ims:anchor >
65 <ims:digital -object ims:identifier="doc1" ims:namespace="http ://www.dl1.org/"
66 ims:media -type="application/pdf" />
67 <ims:pointer ims:anchored -media -type="text/plain">
68 /root/page1/sentence3 [10 -30]
69 </ims:pointer >
70 </ims:anchor >
71 </ims:annotate >
72 </ims:sign>
73 <ims:sign ims:identifier="sign -3"
74 ims:media -type="text/html" ims:language="eng"
75 ims:created="2012 -07 -31 T18 :42:20.560+02:00"
76 ims:last -modified="2012 -07 -31 T18 :42:20.560+02:00">
77 <ims:concepts >
78 <ims:concept ims:identifier="translation" ims:namespace="http :// fast.dei.unipd.it/" />
79 </ims:concepts >
80 <ims:annotate >
81 <ims:anchor >
82 <ims:digital -object ims:identifier="doc1" ims:namespace="http ://www.dl1.org/"
83 ims:media -type="application/pdf" />
84 </ims:anchor >
85 </ims:annotate >
86 <ims:relate -to>
87 <ims:anchor >
88 <ims:digital -object ims:identifier="doc35" ims:namespace="http ://www.dl2.org/"
89 ims:media -type="text/rtf" />
90 </ims:anchor >
91 </ims:relate -to>
92 </ims:sign>
93 <ims:sign ims:identifier="sign -4"
94 ims:media -type="text/plain" ims:language="eng"
95 ims:created="2012 -07 -31 T18 :42:20.560+02:00"
96 ims:last -modified="2012 -07 -31 T18 :42:20.560+02:00">
97 <ims:concepts >
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98 <ims:concept ims:identifier="review" ims:namespace="http :// fast.dei.unipd.it/" />
99 </ims:concepts >

100 <ims:annotate >
101 <ims:anchor >
102 <ims:digital -object ims:identifier="doc1" ims:namespace="http ://www.dl1.org/"
103 ims:media -type="application/pdf" />
104 </ims:anchor >
105 </ims:annotate >
106 <ims:relate -to>
107 <ims:anchor >
108 <ims:digital -object ims:identifier="doc35" ims:namespace="http ://www.dl2.org/"
109 ims:media -type="text/rtf" />
110 <ims:pointer ims:anchored -media -type="text/rtf">
111 100 0 27
112 </ims:pointer >
113 </ims:anchor >
114 </ims:relate -to>
115 </ims:sign>
116 <ims:sign ims:identifier="sign -5"
117 ims:media -type="text/plain" ims:language="eng"
118 ims:created="2012 -07 -31 T18 :42:20.560+02:00"
119 ims:last -modified="2012 -07 -31 T18 :42:20.560+02:00">
120 <ims:concepts >
121 <ims:concept ims:identifier="publisher" ims:namespace="http :// purl.org/dc/elements /1.1/" />
122 </ims:concepts >
123 <ims:annotate >
124 <ims:anchor >
125 <ims:digital -object ims:identifier="doc1" ims:namespace="http ://www.dl1.org/"
126 ims:media -type="application/pdf" />
127 </ims:anchor >
128 </ims:annotate >
129 <ims:relate -to>
130 <ims:anchor >
131 <ims:digital -object ims:identifier="http :// www.publisher.com/"
132 ims:namespace="http :// fast.dei.unipd.it/web/" ims:media -type="text/html" />
133 </ims:anchor >
134 </ims:relate -to>
135 </ims:sign>
136 <ims:sign ims:identifier="sign -6"
137 ims:media -type="image/jpeg"
138 ims:created="2012 -07 -31 T18 :42:20.560+02:00"
139 ims:last -modified="2012 -07 -31 T18 :42:20.560+02:00">
140 <ims:concepts >
141 <ims:concept ims:identifier="cover" ims:namespace="http :// fast.dei.unipd.it/" />
142 <ims:concept ims:identifier="source" ims:namespace="http :// purl.org/dc/elements /1.1/" />
143 </ims:concepts >
144 <ims:annotate >
145 <ims:anchor >
146 <ims:digital -object ims:identifier="doc1" ims:namespace="http ://www.dl1.org/"
147 ims:media -type="application/pdf" />
148 </ims:anchor >
149 </ims:annotate >
150 <ims:relate -to>
151 <ims:anchor >
152 <ims:digital -object ims:identifier="http :// www.publisher.com/"
153 ims:namespace="http :// fast.dei.unipd.it/web/" ims:media -type="text/html" />
154 </ims:anchor >
155 </ims:relate -to>
156 </ims:sign>
157 </ims:signs >
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158 </ims:annotation >
159 </ims:fast>

Then, you can read the actual content of each sign separately via a GET at the following URI:

/annotation/{id};{ns}/sign/{sid}/content

Update To update the scope and/or the owner of an annotation, you have to PUT at the following
URI:

/annotation/{id};{ns}

To update one of the signs of the annotation but not its content, you have to PUT at the following
URI:

/annotation/{id};{ns}/sign/{sid}

a representation of the sign where the content element is not present, as in the XML example
below.

1 <?xml version ="1.0" encoding ="UTF -8"?>
2 <ims:fast xmlns:ims="http :// ims.dei.unipd.it/"
3 xmlns:xsi="http :// www.w3.org /2001/ XMLSchema -instance"
4 xsi:schemaLocation="http :// ims.dei.unipd.it/ http ://ims.dei.unipd.it/data/xml/fast .3.00. xsd">
5 <ims:sign ims:identifier="sign -6"
6 ims:media -type="image/jpeg"
7 ims:created="2012 -07 -31 T18 :42:20.560+02:00"
8 ims:last -modified="2012 -07 -31 T18 :42:20.560+02:00">
9 <ims:concepts >

10 <ims:concept ims:identifier="cover" ims:namespace="http :// fast.dei.unipd.it/" />
11 <ims:concept ims:identifier="source" ims:namespace="http :// purl.org/dc/elements /1.1/" />
12 </ims:concepts >
13 <ims:annotate >
14 <ims:anchor >
15 <ims:digital -object ims:identifier="doc1"
16 ims:namespace="http ://www.dl1.org/"
17 ims:media -type="application/pdf" />
18 </ims:anchor >
19 </ims:annotate >
20 <ims:relate -to>
21 <ims:anchor >
22 <ims:digital -object ims:identifier="http :// www.publisher.com/"
23 ims:namespace="http :// fast.dei.unipd.it/web/"
24 ims:media -type="text/html" />
25 </ims:anchor >
26 </ims:relate -to>
27 </ims:sign>
28 </ims:fast>

To update the content of one of the signs of the annotation, you have to POST or PUT at the
following URI:

/annotation/{id};{ns}/sign/{sid}/content

the actual payload of the sign, directly in binary format and specifying its MIME media type in
the HTTP headers.

If you perform a DELETE on the same URI, you will empty the content of the sign but not delete
the sign itself.

page [36] of [61] D5.3: Collaborative User Interface Prototype with Annotation Functionalities

Network of Excellence co-funded by the 7th Framework Programme of the European Commission, grant agreement n. 258191

/annotation/{id};{ns}/sign/{sid}/content
/annotation/{id};{ns}
/annotation/{id};{ns}/sign/{sid}
/annotation/{id};{ns}/sign/{sid}/content


Deletion To delete a sign of an annotation, you have to DELETE the following URI:

/annotation/{id};{ns}/sign/{sid}

To delete a whole annotation, you have to DELETE the following URI:

/annotation/{id};{ns}

7 The CQL Context Set

The FAST annotation service extends the CQL Context Set of the PROMISE evaluation infrastruc-
ture, described in Section 8 of D3.3 [Agosti et al., 2012]. Here, only the indexes and modifiers
concerned annotations are reported.

7.1 Indexes

This section describes the indexes available in the FAST context set for searching and accessing
the different resources managed by the system.

7.1.1 Annotation Indexes

Index Name Alias Type Relations Wildcards Description

fast.annotation.
identifier

fast.r.id Exact Match =, ==, <> * and ? Matches annota-
tions with respect
to their identifier

fast.annotation.
namespace.
identifier

fast.r.ns.id Exact Match =, ==, <> * and ? Matches annota-
tions with respect
to the identifier of
their namespace

fast.annotation.
namespace.prefix

fast.r.ns.
prefix

Exact Match =, ==, <> * and ? Matches annota-
tions with respect
to the prefix of
their namespace

fast.annotation.
mediaType

fast.a.mt Exact Match =, ==, <> * and ? Matches annota-
tions with respect
to the MIME me-
dia type of their
signs
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Index Name Alias Type Relations Wildcards Description

fast.annotation.
language

fast.a.lang Exact Match =, ==, <> * and ? Matches annota-
tions with respect
to language of
their signs ex-
pressed using ISO
639-2:1998 three
letters codes

fast.annotation.
scope

fast.a.scope Exact Match =, ==, <>,
>, <, >=,
<=

No Matches annota-
tions with respect
to their scope

fast.annotation.
general

fast.a.gen Best Match =, ==, <> * Matches annota-
tions with respect
the textual content
of their signs

fast.annotation.
created

fast.a.
created

Exact Match =, ==, <>,
>, <, >=,
<=

No Matches annota-
tions with respect
to their creation
timestamp

fast.annotation.
lastModified

fast.a.
lastModified

Exact Match =, ==, <>,
>, <, >=,
<=

No Matches an-
notations with
respect to their
last modification
timestamp

fast.annotation.
owner.identifier

fast.a.
owner.id

Exact Match =, ==, <> * and ? Matches annota-
tions with respect
to the identifier of
their owner

fast.annotation.
owner.namespace.
identifier

fast.a.
owner.ns.id

Exact Match =, ==, <> * and ? Matches annota-
tions with respect
to the identifier of
the namespace of
their owner

fast.annotation.
owner.namespace.
prefix

fast.a.
owner.ns.
prefix

Exact Match =, ==, <> * and ? Matches annota-
tions with respect
to the prefix of
the namespace of
their owner
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Index Name Alias Type Relations Wildcards Description

fast.annotation.
accessPermission

fast.a.ap Exact Match =, ==, <>,
>, <, >=,
<=

No Matches annota-
tions with respect
to their access
permission

fast.annotation.
sharingGroup.
identifier

fast.a.sg.id Exact Match =, ==, <> * and ? Matches annota-
tions with respect
to the identifier
of their sharing
groups

fast.annotation.
sharingGroup.
namespace.
identifier

fast.a.sg.
ns.id

Exact Match =, ==, <> * and ? Matches annota-
tions with respect
to the identifier of
the namespace
of their sharing
groups

fast.annotation.
sharingGroup.
namespace.prefix

fast.a.sg.
ns.prefix

Exact Match =, ==, <> * and ? Matches annota-
tions with respect
to the prefix of
the namespace
of their sharing
groups

fast.annotation.

annotatedDigitalObject.

identifier

fast.a.ado.
id

Exact Match =, ==, <> * and ? Matches annota-
tions with respect
to the identifier of
their annotated
digital object

fast.annotation.

annotatedDigitalObject.

namespace.identifier

fast.a.ado.
ns.id

Exact Match =, ==, <> * and ? Matches annota-
tions with respect
to the identifier of
the namespace
of their annotated
digital object

fast.annotation.

annotatedDigitalObject.

namespace.prefix

fast.a.ado.
ns.prefix

Exact Match =, ==, <> * and ? Matches annota-
tions with respect
to the prefix of
the namespace
of their annotated
digital object
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Index Name Alias Type Relations Wildcards Description

fast.annotation.

annotatedDigitalObject.

mediaType

fast.a.ado.
mt

Exact Match =, ==, <> * and ? Matches annota-
tions with respect
to the MIME me-
dia type of their
annotated digital
object

fast.annotation.

annotatedDigitalObject.

language

fast.a.ado.
lang

Exact Match =, ==, <> * and ? Matches annota-
tions with respect
to the language
of their annotated
digital object, ex-
pressed using ISO
639-2:1998 three
letters codes

fast.annotation.

relatedDigitalObject.

identifier

fast.a.rdo.
id

Exact Match =, ==, <> * and ? Matches annota-
tions with respect
to the identifier of
their related digital
object

fast.annotation.

relatedDigitalObject.

namespace.identifier

fast.a.rdo.
ns.id

Exact Match =, ==, <> * and ? Matches annota-
tions with respect
to the identifier of
the namespace of
their related digital
object

fast.annotation.

relatedDigitalObject.

namespace.prefix

fast.a.rdo.
ns.prefix

Exact Match =, ==, <> * and ? Matches annota-
tions with respect
to the prefix of
the namespace of
their related digital
object

fast.annotation.

relatedDigitalObject.

mediaType

fast.a.rdo.
mt

Exact Match =, ==, <> * and ? Matches annota-
tions with respect
to the MIME me-
dia type of their
related digital
object
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Index Name Alias Type Relations Wildcards Description

fast.annotation.

relatedDigitalObject.

language

fast.a.rdo.
lang

Exact Match =, ==, <> * and ? Matches annota-
tions with respect
to the language
of their annotated
digital object, ex-
pressed using ISO
639-2:1998 three
letters codes

fast.annotation.
concept.
identifier

fast.a.c.id Exact Match =, ==, <> * and ? Matches annota-
tions with respect
to the identifier of
their concepts

fast.annotation.
concept.
namespace.
identifier

fast.a.c.ns.
id

Exact Match =, ==, <> * and ? Matches annota-
tions with respect
to the identifier of
the namespace of
their concepts

fast.annotation.
concept.
namespace.prefix

fast.a.c.ns.
prefix

Exact Match =, ==, <> * and ? Matches annota-
tions with respect
to the prefix of
the namespace of
their concepts

Table 2: Indexes for searching the annotation resource.

7.1.2 Digital Object Indexes

Index Name Alias Type Relations Wildcards Description

fast.

digitalObject.

byAnnotationContent

fast.do.byac Best Match =, ==, <> * Matches digi-
tal objects with
respect to the
content of their
annotations

Table 3: Indexes for searching the digital object resource.

7.2 Relation Modifiers

The following Relation modifier is defined only for the fast.annotation.general and
fast.digitalObject.byAnnotationContent indexes:
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• thread=value
The kind of matching to be applied when taking into account the document-annotation hyper-
text, according to the different match strategies discussed in Section 5.1.
value can assume one of the following values:

– no: No hypertext structure has to be taken into account but only the content of the digital
object;

– half: The hypertext structure influences as much as the content of the digital object;

– almost: The hypertext structure influences much more than the content of the digital
object;

– only: Only the hypertext structure has to be taken into account an not the content of the
digital object.

7.3 Examples

• fast.annotation.general == giotto
Searches for annotations about Giotto.

• fast.annotation.general ==/thread==half giotto
Searches for annotations about Giotto, taking into consideration also the annotations annotat-
ing them.

• fast.annotation.general ==/limit==100 giotto
Searches for annotations about Giotto and returns only the first 100 items

• fast.annotation.general ==/limit==100/offset==50 giotto
Searches for annotations about Giotto and returns only 100 items starting after the first 50
items

• (fast.annotation.general == giotto) and/match==exact
(fast.annotation.owner.identifier == ferro)
Searches for annotations about Giotto which are authored by the user with identifier ferro.

• (fast.annotation.general == giotto) and/match==fuzzy
(fast.annotation.owner.identifier == ferro)
Searches for metadata about Giotto which may be authored by the user with identifier ferro.

• fast.digitalObject.byAnnotationContent ==/thread==half giotto
Searches for documents whose annotations are about Giotto.

• fast.annotation.language == ita
Searches for annotations written in Italian.

• ici.user.email == “ferro@dei.unipd.it"
Searches for users whose e-mail address is ferro@dei.unipd.it.
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• ici.user.email == *ferro*
Searches for users whose e-mail address contains the substring ferro, e.g. (nicola.ferro,
ferro.nicola).

• ici.user.group.identifier == admin*
Searches for users who belong to groups whose identifier starts with admin.

• ici.user.country == ITA
Searches for Italian users.

• ici.logEvent.created >/limit==100 2011-05-01
Searches for last 100 log events created after 1st May 2011.

• ici.logEvent.identifier >/limit==100 1
Searches for last 100 log events.

8 The Visual Analytics component

This section reports the functionalities of the Visual Analytics component.
Figure 5 schematizes the visual analytics process that combines automatic and visual analysis

methods with a tight coupling through human interaction in order to gain knowledge from data.
The figure shows an abstract overview of the different stages (represented through ovals) and their
transitions (arrows) in the visual analytics process.
The first step is often to preprocess and transform the data to derive different representations for
further exploration (as indicated by the Transformation arrow). Other typical preprocessing tasks
include data cleaning, normalization, grouping, or integration of heterogeneous data sources.
After the transformation, the analyst may choose between applying visual or automatic analysis
methods. Alternating between visual and automatic methods is characteristic for the visual analytics
process and leads to a continuous refinement and verification of preliminary results. User interaction
with the visualization is needed to reveal insightful information, for instance by zooming in on different
data areas or by considering different visual views on the data. In summary, in the visual analytics
process, knowledge can be gained from visualization, automatic analysis, as well as the preceding
interactions between visualizations, models, and the human analysts.

According to that, before introducing the analytical process, we quickly recall the structure of the
PROMISE data.

8.1 PROMISE data

In order to understand how data are organized and displayed it is important to define a typical
scenario in which these data are used. In particular, we focus on information retrieval evaluation
campaigns. An evaluation campaign is an activity intended to support researchers in information
retrieval by providing a large test collection and uniform scoring procedures. Within an evaluation
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Figure 5: The Visual Analytics process

campaign there are many tracks like multimedia, multilingual, text, images, and so on. A track in-
cludes, in turn, several tasks. A task is used to define the experiment structure specifying a set of
documents, a set of topics, and a relevance assessment. For each task the set of document can be
structured defining for example a title, keywords, images, and so on. Some ad-hoc metadata allows
for partitioning the set of documents. For example, in the same set we can have European or Amer-
ican documents and a mechanism that allows for choosing only one of these sets. Moreover, it is
important to remark that very often in an evaluation campaign the so called closed world assumption
holds, which means that the set of documents is finite and known a-priori.
A topic represents an information need. It is structured and its structure can change according to
the task at hand. Documents can be assessed as being relevant or not (or more or less relevant)
for a given information need (topic). The relevance of a document with respect to a specific topic
is independent of the other documents in the collection, based solely on the qualities of that docu-
ment. In some case we can have different sets of relevance assessment for a set of documents. The
relevance assessment can be done manually, automatically, or using online approach like Amazon
mechanical Turk.

Having introduced these basic notions we can analyze the PROMISE data. We will refer to data
which are stored in the DIRECT system developed by Padua University (see PROMISE Deliver-
able 3.2 Specification of the evaluation infrastructure based on user requirements, Section 6, for
details about accessing such data). These data can be represented by the TME (Topics-Metrics-
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Experiment) cube shown on Figure 6:

Figure 6: The PROMISE TME Data cube

Starting from this cube, we can aggregate or manipulate data in different ways, according to our
needs. In particular we are recall the structure of a TE(m) table, useful in the next sections.

Considering the TME cube we can derive the table shown on Figure 7, useful to analyze a single
metric m in terms of topics and experiments. In particular, this table is represented by a matrix T x
E where T is the set of topics and E is the set of experiments. In the following we will refer to this
kind of tables with the name TE(m) tables (topics x experiments table of metric m). Comparisons
are made along rows, to evaluate the behavior of a single topic, or among columns to compare two
or more experiments. For the number of topics the same considerations previously discussed hold.
The number of experiments depends on how many algorithms are compared.

To complete our analysis we recall the concept of meta-attribute. A meta-attribute is a categorical
attribute that is associated with a cube component (for example the experiments) and it is used to
define a further classification of data, with respect to a category. Examples of meta-attributes are:
reference track, year, and type of search. Meta-attributes are mainly associated to experiments and
documents (see PROMISE Deliverable 3.2 Specification of the evaluation infrastructure based on
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Figure 7: Projecting the TME data cube on the Topics-Experiments axes

user requirements), but also topics can have their own meta-attributes (for example the provenance
data). Actually there are no meta-attributes defined on metrics. A possible meta-attribute for metrics
is the scope of metric, but we will consider this categorization for future developments.

8.2 PROMISE Visual Analytics module architecture

The overall architecture is depicted on Figure 8 and its structure is totally parametric, without any as-
sumption about the data structure (in the most general case it is contained in non-normalized table).
Moreover, there are no assumptions about visualizations (it is possible to obtain any kind of visual-
ization), about the mapping between data and visualizations, and about analytical components.
The most general situation is the one in which the system presents the user with multiple visual-
izations, each of them working on the same set of data. Visualizations are synchronized using two
main interaction mechanisms: selection (it is just a way to focus the attention on a subset of data)
and the highlighting (it allows for highlighting a part of the displayed data).
In order to produce a visualization, three main steps are, in principle, needed:

1. data extraction from PROMISE database.

2. data manipulation, i.e., deriving new attributes, applying some aggregation operations , ap-
plying some analytical algorithms, etc. During such a process the system adds some hidden
attributes to the data, in order to support the selection and the highlighting mechanisms.

3. Mapping the data obtained from step two on one or more visualizations.

The first two steps are optional: in some cases the system will automatically perform them,
allowing the user to focus only on the mapping and analysis activities.
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Figure 8: : The PROMISE Visual Analytics architecture

8.3 The User interface

The wizard home page allows for accessing a set of predefined ways to perform a data analysis
similar to those currently used by users of PROMISE community. In particular we focus on two basic
approaches: per topic analysis, and per experiment analysis.

According to the requirements, these two analysis allow for selecting six visualizations: bi-
dimensional scatter-plot, bar charts, stacked bar-charts, box plots, table lens, and frequency distri-
butions. Depending on the chosen approach, the system will present the user with different subset
of these visualizations. In the following we will analyze the two basic approaches to data analysis
and present a general description of their own visualizations. Each of them requires the preliminary
selection of a task. This choice corresponds to a selection of an URL connected to the physical
address of data. The URL can change depending on whether the user wants to load the entire data
set related to a task or just a part of it.

Figure 9: : Selection of the tasks

As shown in figure 9 the user can choose a task within a track of a campaign and the kind of
analysis that he wants to perform. In particular he can choose between two kind of analysis
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Figure 10: : The TE(m) table

• per topic analysis

• per experiment analysis

According to the typical PROMISE analysis tasks, we foresee a set of ad-hoc visualizations.
These visualizations must support synchronization and interaction that are specific for each visual-
ization. Moreover, for each visualization it is needed a mapping mechanism in order to support the
user in the creation process. From a technical point of view, designing ad-hoc visualizations implies
the design of a module for each visualization. If a user wants to use a visualization he has to select
the suitable module and to map on it the desired data. The initial requirement analysis allows for
selecting six visualizations: bi-dimensional scatter-plot, bar charts, stacked bar-charts, box plots,
table lens, and frequency distributions. Depending on the chosen approach, the system will present
the user with different subset of these visualizations. In the following we will analyze the three basic
approaches to data analysis and present a general description of the foreseen visualizations.

8.3.1 Per topic analysis

In our model, per topic analysis means comparing a set of experiments on each topic with respect
to a chosen metric. Therefore the first step for a user is to choose a metric m. Looking at the TME
data cube described in the previous section we can note that choosing a metric is equivalent to fix
an axis and reduce the set of data to the TE(m) table shown on Figure 10.

Per topic analysis implies a comparison on each topic, so we foresee to represent topics on
x-axis in each available visualization.
Having chosen a metric m, the user has to choose the data to display. This choice corresponds
to select a subset of the columns of the TE(m) table and that can be performed either by selection
or using meta-attribute. For example, the user can select some participants or some experiments.
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Moreover the user can decide to highlight some elements within the visualizations.
The per topic analysis is performed on TE(m) table and visualizations have the following meaning:

Figure 11: Per topic analysis

• table chart displays a TE(m) table.

• box-plot chart displays an aggregated visualization of values that each topic reached with
respect to the chosen metric (rows of TE(m). In a per topic analysis a box plot chart is used to
evaluate the trend of a topic among experiments with respect to a chosen metric. A box plot
chart presents a box plot for each topic on x-axis and the chosen metric on y-axis.

• scatter-plot chart is used to compare two experiment on all topic with respect to the chosen
metric.In a per topic analysis a bi-dimensional scatter plot presents on x-axis topics and on
y-axis the chosen metric. Each metric value is represented by a point. For each topic there
are as many points on y-axis as the selected TE(m) columns. To see the trend of a single
experiment (a column) you can unify its points with a polyline. To highlight some point it is
possible to use color or markers.
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• bar/point/line/stacked-bar chart is used to compare topics.In a per topic analysis a bar chart
can be used to compare two or more experiments on all the topics with respect to a chosen
metric. Although it is possible to compare more than two experiments, as the number of
experiments (topics) increases the chart representation loses clarity. Possible comparisons
are two algorithm of the same participant or the best algorithm of two different participants

Figure 11 shows a screenshot of the actual prototype in a per topic analysis.

Figure 12: Partitioning data for per experiment analysis

8.3.2 Per experiment analysis

In our model per experiment analysis allows for comparing scores of a set of experiments with
respect to a chosen descriptive statistics. Each visualization in a per experiment analysis presents
experiments on x-axis and the chosen statistics on y-axis. It can be seen as a particular case of
a participant analysis. In a per experiments analysis, we partition the set of data using the name
of experiment as category. The resulting partitions are constituted by only one element. The Venn
diagram on Figure 12 shows a partitioning of data set defined by the name of the experiments.

As consequence of the above, each visualization in a per experiment analysis has only one value
for each point of x-axis.

Figure 13 shows an actual example of a per experiment analysis.

8.4 Main functionalities of the Visual Analytics component

The analysis environment, regardless the different analysis strategies described in the previous
section, provide users with the following set of functionalities:

1. interaction functionalities

• manipulation

• layout editing
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Figure 13: per experiment analysis

• reference lines

2. annotations and saving

Manipulation features are those interactions that changes the set of displayed data(i.e. seman-
tic of visualization). In particular belong to manipulations selection, highlighting, and reset.

In Figure 14 is shown the implementation of the aforementioned manipulations. The user is
capable of picking, from any of the different visualizations displayed, a set of relevant element for his
goals: after the picking phase, the simple pressure of one of the contextual buttons will start one of
the operations:

• Selection, that will display in the main focus area only the element picked.

• Highlight, that will give emphasis on the elements picked and will put in background the re-
maining, for pointing at particular facts of interest
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Figure 14: manipulation operation: Select

• Reset, that will return the visualizations to their original state, not taking into account any of
the effects of previous manipulations

In any case, a practical overview of the whole set of data visualized will always be available just
below the main one, in order for the user to don’t become lost in his analysis.

Belong to layout editing those interactions that allow users to organize data according to their
needs and to customize the final view (i.e. syntax of visualization). An example is the ordering fea-
ture.
In Figure 15 is shown one of the menu for selecting the type of ordering that can be chose for the
data.

Belong to reference lines those interaction that emphasize interesting statistical values(mean,
min, max). These statistical indicators can be really helpful for a quick analysis of the data: Figure
16 shows an example of their usage.
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Figure 15: layout editing: ordering operation
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Figure 16: reference Lines

Adding to the described operation a further one was conceived to quickly save screenshots of
the manipulations applied to the analyzed data, in order to have the capability of quickly retrieve
interesting insights. This operation is accessible by pressing the button representing a computer
screen + camera near the reset button.
On a final note, we want to highlight two important features of this prototype: the first one is that
all the visualizations supported are coordinated among them: that means that all the operations of
manipulation,layout editing and reference lines will have effects on both the actual visualizations and
all the other linked. The second one is that, having implemented each single visualizations like a
portlet, we have obtained a very flexible and expandable environment where new visualizations can
be easily added and synchronized with the existing one, and the layout can be easily adjusted to the
needs of the user.
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8.4.1 Annotations and saving

Figure 17: adding annotation to a visualization

One of the peculiar features of this version of the Collaborative User Interface prototype is the
management of the annotations. After the user has made reason about the data that are visualized
in the different charts available, he may want to add permanent annotations for future referencing
and/or to involve other users in the particular insights that he has discovered.
In order to do so the user will have to simple press the button on the bottom of the screen, repre-
senting a pen, and it will led the system to a new tab for annotation shown in Figure 17.

In this tab will be present a preview screenshots of the particular set of visualizations under anal-
ysis: this preview will take into account all the different manipulations operations done by the user
on the set of visualizations, and will serve as a reference for the textual and non-textual annotations
that the user what to share.
Keeping on with the description of this tab, the second element is an hyper-textual box where the
user can add all the relevant information he want to share with others or simply saving for future
uses, and a check boxes system constructed with the title names of the involved visualizations for
indexing and referencing to which kind of visualizations are referred the comments.
From a rationale point of view, this choice has been made in order to provide to the user the capability
to referencing more than one visualizations at a a time in his annotations, and not force him to iterate
in multiple annotations passages for each of the visualizations involved. Nonetheless, the system
can be easily reverted to a single visualization-single annotation fashion by simply re-adjusting the
general schema of annotation described above to a single one, and adding a command button for
each visualizations in the same way as is managed the manipulation operations.
When the user will be sure about the comments he wants to add, he will simply press the SUB-
MIT button for letting the information be passed to the annotation management system, described
deeper in the first part of this deliverable. After the phase of collecting the information added in the
annotation panel, the system will present the user with the analysis environment tabs where are
present the visualizations on which he was working on.
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These pieces of information will be attached to the image(s) under analysis an will be saved
together with them: the system treats images as "first class objects" and store and retrieve not
simple images but all the details behind them (e.g.,track, run, experimental data, analysis strategy,
and image manipulation), including annotations.

A XML Schemas

This appendix reports the XML schemas of the different managed resources.
The XML schema of FAST5 is reported below. It relies on the XML schema of DIRECT6 and the

XML schema of the IMS Component Integrator (ICI)7 library, reported in Appendix A of D3.3 [Agosti
et al., 2012].

A.1 FAST XML Schema

1 <?xml version ="1.0" encoding ="UTF -8"?>
2 <!-- edited with XMLSpy v2012 rel. 2 sp1 (x64) (http ://www.altova.com) by UniversitÃă

degli Studi di Padova (UniversitÃă degli Studi di Padova) -->
3 <xs:schema xmlns:ims="http ://ims.dei.unipd.it/" xmlns:xs="http ://www.w3.org /2001/

XMLSchema" xmlns:dc="http :// purl.org/dc/elements /1.1/" xmlns:xcql="http :// docs.oasis -
open.org/ns/search -ws/xcql" targetNamespace="http :// ims.dei.unipd.it/"
elementFormDefault="qualified" attributeFormDefault="qualified" version="3.00" xml:
lang="en">

4 <xs:annotation >
5 <xs:documentation xml:lang="en">This schema provides the base elements and types used

by the Flexible Annotation Service Tool (FAST).</xs:documentation >
6 <xs:documentation xml:lang="en">Version 3.00.</xs:documentation >
7 <xs:documentation xml:lang="en">Created on 2005 -10 -05</xs:documentation >
8 <xs:documentation xml:lang="en">Last modified on 2012 -07 -06</xs:documentation >
9 <xs:documentation xml:lang="en">Authored by Nicola Ferro (ferro@dei.unipd.it)</xs:

documentation >
10 <xs:documentation xml:lang="en">Copyright (c) 2003 -2012 - Information Management

Systems (IMS) Research Group (http ://ims.dei.unipd.it/) - Department of
Information Engineering (http ://www.dei.unipd.it/) - University of Padua (http ://
www.unipd.it/)</xs:documentation >

11 </xs:annotation >
12 <xs:include schemaLocation="http :// ims.dei.unipd.it/data/xml/ici .3.00. xsd">
13 <xs:annotation >
14 <xs:documentation xml:lang="en">Imports the schema for the IMS Component Integrator

(ICI) library.</xs:documentation >
15 </xs:annotation >
16 </xs:include >
17 <xs:element name="annotation" substitutionGroup="ims:resource">
18 <xs:annotation >
19 <xs:documentation xml:lang="en">Represents an annotation.</xs:documentation >
20 </xs:annotation >
21 <xs:complexType >
22 <xs:complexContent >
23 <xs:extension base="ims:namespace -identifiable -timestamp -traceable -access -

controllable -resource -type">

5http://ims.dei.unipd.it/data/xml/fast.3.00.xsd
6http://ims.dei.unipd.it/data/xml/direct.3.00.xsd
7http://ims.dei.unipd.it/data/xml/ici.3.00.xsd
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24 <xs:sequence >
25 <xs:element name="signs" minOccurs="0">
26 <xs:annotation >
27 <xs:documentation xml:lang="en">The signs of the annotation.</xs:

documentation >
28 </xs:annotation >
29 <xs:complexType >
30 <xs:sequence >
31 <xs:element ref="ims:sign" maxOccurs="unbounded"/>
32 </xs:sequence >
33 </xs:complexType >
34 </xs:element >
35 </xs:sequence >
36 </xs:extension >
37 </xs:complexContent >
38 </xs:complexType >
39 </xs:element >
40 <xs:element name="anchor" substitutionGroup="ims:resource">
41 <xs:annotation >
42 <xs:documentation xml:lang="en">Represents an anchor to a part of a digital object.

</xs:documentation >
43 </xs:annotation >
44 <xs:complexType >
45 <xs:complexContent >
46 <xs:extension base="ims:resource -type">
47 <xs:sequence >
48 <xs:choice >
49 <xs:element ref="ims:digital -object"/>
50 <xs:element ref="ims:annotation"/>
51 </xs:choice >
52 <xs:element name="pointer" minOccurs="0">
53 <xs:annotation >
54 <xs:documentation xml:lang="en">A pointer to a part of a digital object.<

/xs:documentation >
55 <xs:documentation xml:lang="en">The format of the pointer depends on the

MIME type of digital object and/or the MIME type of the anchored part
.</xs:documentation >

56 <xs:documentation xml:lang="en">In version 2.0, extent was an attribute
of anchor. Since version 2.1, it is an element to allow for more
complex anchoring schemes , e.g. based on XML fragments.</xs:
documentation >

57 </xs:annotation >
58 <xs:complexType mixed="true">
59 <xs:complexContent >
60 <xs:restriction base="xs:anyType">
61 <xs:sequence >
62 <xs:any processContents="lax" minOccurs="0" maxOccurs="unbounded"/>
63 </xs:sequence >
64 <xs:attribute name="anchored -media -type">
65 <xs:annotation >
66 <xs:documentation xml:lang="en">The media type of the anchored

part of the digital objet object according to MIME (
Multipurpose Internet Mail Extensions) standard.</xs:
documentation >

67 </xs:annotation >
68 <xs:simpleType >
69 <xs:restriction base="xs:string">
70 <xs:pattern value="(text|image|audio|video|application|message|

multipart)/(\p{L}|\.|\ -) +(;.*)?"/>
71 </xs:restriction >

D5.3: Collaborative User Interface Prototype with Annotation Functionalities

Network of Excellence co-funded by the 7th Framework Programme of the European Commission, grant agreement n. 258191

page [57] of [61]



72 </xs:simpleType >
73 </xs:attribute >
74 </xs:restriction >
75 </xs:complexContent >
76 </xs:complexType >
77 </xs:element >
78 </xs:sequence >
79 </xs:extension >
80 </xs:complexContent >
81 </xs:complexType >
82 </xs:element >
83 <xs:element name="sign" substitutionGroup="ims:resource">
84 <xs:annotation >
85 <xs:documentation xml:lang="en">Represents a sign.</xs:documentation >
86 </xs:annotation >
87 <xs:complexType >
88 <xs:complexContent >
89 <xs:extension base="ims:identifiable -timestamp -traceable -resource -type">
90 <xs:sequence >
91 <xs:element ref="ims:annotation" minOccurs="0"/>
92 <xs:element name="concepts" minOccurs="0">
93 <xs:annotation >
94 <xs:documentation xml:lang="en">The meanings of the signs.</xs:

documentation >
95 </xs:annotation >
96 <xs:complexType >
97 <xs:sequence >
98 <xs:element ref="ims:concept" maxOccurs="unbounded"/>
99 </xs:sequence >

100 </xs:complexType >
101 </xs:element >
102 <xs:element name="annotate" minOccurs="0">
103 <xs:complexType >
104 <xs:sequence >
105 <xs:element ref="ims:anchor"/>
106 </xs:sequence >
107 </xs:complexType >
108 </xs:element >
109 <xs:element name="relate -to" minOccurs="0">
110 <xs:complexType >
111 <xs:sequence >
112 <xs:element ref="ims:anchor"/>
113 </xs:sequence >
114 </xs:complexType >
115 </xs:element >
116 <xs:element ref="ims:content" minOccurs="0"/>
117 </xs:sequence >
118 <xs:attribute ref="ims:media -type"/>
119 <xs:attribute ref="ims:language"/>
120 </xs:extension >
121 </xs:complexContent >
122 </xs:complexType >
123 </xs:element >
124 <xs:element name="fast" type="ims:ici -type">
125 <xs:annotation >
126 <xs:documentation xml:lang="en">Provides information about one or more resources of

the FAST annotation service.</xs:documentation >
127 </xs:annotation >
128 </xs:element >
129 </xs:schema >
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